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Abstract: The use of artificial intelligence (AI) as a data science tool for education has enormous potential for
increasing student performance and course outcomes. However, the growing concern about fairness, bias, and
ethics in AI systems requires a careful examination of these issues in an educational context. Using AI and
predictive modelling tools, this paper explores the aspects influencing student performance and course success.
The Open University Learning Analytics Dataset (OULAD) is analysed using several AI techniques (logistic
regression and random forest) in this study to reveal insights about fairness, ethics, and potential biases. This
dataset has been used by hundreds of studies to explore how educational data mining can provide information on
students. However, potential bias or unfairness in that dataset could undermine the results and any conclusions
made from them. To gain insights into the dataset's properties, this was analysed using a typical data science
methodology, which included data collecting, cleaning, and exploratory data analysis using Python. By applying AI
-based predictive models, this study aims to detect potential biases and their impact on student outcomes.
Fairness and ethical considerations are central to the analysis as the representation of various demographic
groups and any disparities are evaluated in course results. The goal is to provide useful insights on the proper use
of AI in education, while also maintaining equitable and transparent decision-making procedures. The findings
shed light on the complicated interplay between artificial intelligence, fairness, and ethics in the context of student
performance and course success. As artificial intelligence continues to influence the educational landscape, this
study will provide useful ideas for encouraging fairness and minimising biases, resulting in a more inclusive and
equal learning environment.
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1. Introduction
Assessing student learning outcomes in higher education (HE) has gained significant importance globally 

over the past decade, with access to a quality education one of the United Nations Sustainable Development 
Goals, leading to the development of various assessment systems at national and international levels [1–3]. The 
ethical implications of AI, as discussed by the European Parliamentary Research Service, underscore the need for 
responsible and ethical AI implementations [4]. The International Framework for Principled AI emphasizes 
principles such as security and accountability to develop trustworthy algorithmic decision-making systems [5]. 
Machine learning algorithms, notably in sectors like banking, healthcare, and employment, are increasingly 
shaping daily life, but their complexity and reliance on historical data raise concerns about biases [6]. Biased 
data can perpetuate inequalities in AI systems, leading to mistrust and anxiety among the public [7]. For 
instance, biased hiring decisions based on race or gender can exacerbate societal inequities. Addressing these 
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issues is crucial for ensuring fair and responsible AI deployment across various sectors to enable trustworthy
data science outcomes.

As the use of algorithms and predictive models for student evaluation grows, a growing body of research
has investigated the ethical implications. While online education has rapidly extended access to higher education,
questions regarding equal student outcomes remain. Demographic characteristics have been identified that
influence online course completion and achievement in previous research. For example, Park and Hee [8] found
older students have higher online course drop-out rates. Studies have also shown worse attainment for minority
students in online platforms [9].

One of the most crucial evaluation quality standards is fairness. The Standards were created by the
American Educational Research Association [10], the American Psychological Association (APA), and the
National Council on Measurement in Education (NCME). They provide teachers with helpful guidance as well as a
complete overview of more than 240 standards for the creation, application, and assessment of educational and
psychological tests.

Educational uses of AI include aspects such as personalised learning platforms to aid students in their
learning, automated evaluation tools to support teachers, and learner behaviour analytics using facial
recognition software. Such systems could be susceptible to bias and unfairness, for instance, an AI system that
tracks student activity and uses facial recognition could be biased against students from certain racial or ethnic
groups [11]. Holstein et al. [12] discovered significant differences in mistake rates of facial analysis algorithms
across gender and ethnic groups, highlighting the importance of fairness considerations in deployment.

The application of AI tools and approaches to guarantee ethics, justice, and impartiality in education is an
opportunity, for example, machine learning may evaluate a student's grade by removing human bias [13]. A
report by UNESCO [14] shows how AI technology may assist educational institutions in using data to enhance
learning outcomes, educational equity, and educational quality in underdeveloped nations. However, there are
problems with bias and a lack of accountability and transparency in AI systems employed in education. For
instance, AI systems used to assess student work or determine student outcomes may be biased against
particular groups depending on criteria like race, gender, or socioeconomic status [15].

The importance of ethical norms in today’s educational testing practises is growing. Concerns regarding
potential biases and their impact on student achievements have grown as AI’s influence in education has grown.
This paper focuses on the use of AI-based predictive models to identify and eliminate biases in AI decision-
making systems in order to address these concerns. The project intends to discover and correct any potential
biases in AI models by analysing the OULAD dataset and utilising these predictive models, assuring fairness,
openness, and accountability in the student assessment process. By examining the effectiveness of this well-used
dataset, deep learning, and regression algorithms in forecasting student dropout and outcomes based on various
groupings of factors, specifically student demographics, assessment scores, and VLE interaction data, this
research builds on earlier research. The study will delve into various aspects, including gender, age, region,
disability, and the highest education level, to examine their potential influence on student performance and
course success. By incorporating ethical guidelines and frameworks for AI use in education, the research aims to
contribute to the responsible and ethical adoption of AI technology in the education domain.

It is our responsibility to provide teachers and students with information about the ethical issues and
consequences associated with using algorithms as academics, scientists, and citizens [16]. Frameworks and rules
for the moral and responsible use of AI in education have also been developed. This includes the IEEE Global
Initiative on Ethics of Autonomous and Intelligent Systems, which has developed a set of moral standards for AI
emphasising accountability, openness, and security [17].

This paper applies AI techniques—including logistic regression and random forest to explore a well-known
dataset and identify some of the possible issues regarding fairness and bias. Following this introduction, the
paper is structured with an overview of the approach (materials and methods) in Section 2. This includes an
outline of the data collection processes and some of the initial analysis of the data to illustrate these. Section 3
includes the detailed results, alongside an interpretation of their implications. Section 4 provides a discussion of
this and considers the limitations of this work. The final Section 5 provides some conclusions based on the
research, with some recommendations for institutions to address fairness and equity issues in their courses and
guidance on the proper use of AI.
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2. Materials andMethods
This research adopts a quantitative approach, analysing a well-used dataset and exploring it for potential

biases or unfairness. This could be considered an experiment or case study to illustrate the issues of fairness and
bias in data used by machine learning and data science applications.

2.1. Data Collection and Cleaning

The Open University Learning Analytics (OULAD) dataset [18] was obtained. The data consists of 7 separate
CSV files—see Table 1 for details—and was loaded into a Jupyter Notebook using the Pandas library [19]. It
underwent significant processing and transformation to extract features before building prediction models. The
OULAD dataset contains 10.9 million rows of 32,593 student data across 7 tables covering courses, assessments,
demographics, registration, final grades, and online activity for courses offered by the Open University from
2013–2014. The merged OULAD DataFrame was pre-processed using Pandas and NumPy [20] in Jupyter
Notebook. Key steps included handling missing values with .fillna(), dropping unnecessary columns like
week_from and week_to due to a high percentage of missing entries (82%) was done using the .drop(),
formatting dates, engineering new features like assessment scores, and one-hot encoding categorical variables
using pd.get_dummies() [21]. Additionally, Scikit-learn [22] was used for standardization, normalization, and
other crucial transformations necessary for accurate analysis.

Table 1. Summary of the OULAD dataset.

2.2. Exploratory Data Analysis

This research aims to investigate student performance in the course and address specific research
questions:

 Do gaps exist in online course completion rates and attainment based on gender, age, disability status,
and prior academic performance?

 Are there differences in student performance across online courses?
Visual and statistical analyses were performed on the dataset to gain insights into student performance,

using visualisations such as count plots, histograms, and bar charts. These depict distributions of parameters
such as gender, age bands, region, and previous attempts. Statistical computations such as means and
correlations were used to identify relationships between data such as submission dates, scores, and clicks. To get

Data File
(Filename) No. of Records Description Attributes

Courses 22 Information about the modules
and presentation

code_module, code_presentation,
_module_presentation_length

studentInfo 325,893
Demographic information
about the student with their
results

code_module, code_presentation,
id_student, gender, region,
highest_education, imd_band, age_band,
num_of_prev_attempts, studied_credits,
disability, final_result

studentRegistration 32,593 The time for students to
register for a course

code_module, code_presentation,
id_student, date_registration,
date_unregistration

assessments 196 Assessments for every module
presentation

code_module, code_presentation,
id_assessment, assessment_type, date,
weight

studentAssessments 173,740 Containing the result of
students’ assessments

id_assessment, id_student, date_submitted,
is banked, score

vle 6365
Containing information
regarding online learning
materials

id_site, code_module, code_presentation,
activity_type, week_from, week_to

studentVle 1,048,575 Student interaction with the
VLE resources

code_module, code_presentation,
id_student, id_site, date, sum_click
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insights into student performance, the produced dataset was subjected to both visual and statistical analysis.
This provides a clear view of the overarching patterns in the data. Figure 1 illustrates the count of students per
highest education level showing that most of the students in the OULAD dataset are of A Level or equivalent
background education.

Figure 1. Count of students per higher education.

Figure 2 shows a statistical computation, with means and correlations used to identify relationships
between data such as the submission deadline (date), the actual submission date (date_submitted), the grade
(score), and the interactions as illustrated by clicks. Diverse data sources, such as student information,
assessments, and interaction data, are integrated into a single complete dataset to undertake this research.

Figure 2. Correlation matrix between date, score, and clicks.
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2.3. Statistical Analysis and Modelling

A statistical analysis was performed on the cleansed numeric dataset. Categorical variables were encoded to
numerical representations to facilitate the application of statistical models. The best-performing model was
carefully examined for potential demographic biases. To reduce biases and discrepancies between groups,
fairness requirements and sampling approaches were used. The data is separated into training and testing sets,
which is an important stage in model building to ensure accurate evaluation and validation.

Random forest and logistic regression models were developed using Scikit-learn to predict student
outcomes from variables like demographics, disability status, and past academic performance. Confusion matrix
analysis and classification metrics were used to evaluate model performance. Grid search cross-validation was
employed to fine-tune model hyperparameters. Feature importance analysis was conducted to determine the
most relevant variables for forecasting the target and assess the model’s fairness and robustness across various
demographic groups.

Random Forest is a machine learning technique that builds multiple decision trees and combines their
results to improve the accuracy of the output. The trees are built from random subsets of the training data, and
the predictions of the set of trees are aggregated to produce a final output. As noted above, the random forest for
this work used the sklearn model from the Scikit-learn tool, with parameters of a test size of 0.2, and 42 random
states. A logistic regression model was also used. This binary classification approach estimated the probability of
inputs belonging to a specified class by fitting a logistic function. The model calculates a weighted sum of the
input features of the dataset, mapping a probability of 0 to 1 that values lie within it based on a threshold value.
For this work, the parameters for the logistic regression were a tolerance of 0.00001. All classes were given a
weight of 1, and the lbfgs solver was used, with a maximum iteration value of 100.

This was carried out on a Windows 11 computer, with a Nvidia RTX 3090 GPU.

3. Results
In the online course data considered, an analysis of student demographics, course completion rates, and

academic performance provides insightful data on a variety of student behaviours and results. This section
highlights key findings, shedding light on biases and patterns observed within the dataset.

Gender Disparities in Performance

The data indicated an unexpected gender gap in evaluations, with females regularly outperforming males by
about 5% on average. This finding is consistent with previous research indicating that females outperform males
in traditional face-to-face undergraduate courses [23], as well as showing equivalent or higher performance
online [24,25].

Age and Course Completion

A noteworthy trend emerged regarding age and course completion rates. Younger students falling within
the 0–35 age band displayed a 10% higher likelihood of withdrawing or failing compared to their more mature
counterparts. The significance of modifying support systems to address the particular difficulties faced by
younger learners in online education is highlighted by this research. Additionally, more than half (52.8%) of the
students failed or dropped out of class. Figure 3 below illustrates this. Notably, certain courses, such as BBB and
FFF, had greater rates of withdrawal and failure. BBB: 23.5% withdrawn and 25.1% failed, and FFF: 24.2%
withdrawn and 23.6% failed. Course AAA has the lowest withdrawal and failure percent. 1.2% withdrawn and
1.3% failed. This emphasizes the significance of examining course design, content, and support methods in order
to solve difficulties and improve student success rates [26].
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Figure 3. Graphical representation between age and final result.

Ethnic Disparities

The study discovered a significant achievement disparity between ethnic groupings. When compared to
white students, black students had a 20% lower achievement rate. This raises concerns regarding the possible
impact of institutional prejudices on minority students’ academic development, emphasising the importance of
inclusive and culturally responsive educational practices [27].

Impact of Disabilities

Students with impairments performed slightly worse than their non-disabled peers, with a 2% lower pass
rate. This research emphasises the need of accessibility and accommodations in online learning settings for
ensuring fair educational experiences for students with varying requirements [28].

Enrolment and Course Preferences

The majority of students were male (54.84%), with 45.16% female. In terms of age, the largest age band
was 0 to 35 years old, with 68.34% of students within that band. A significant percentage (90.56%) did not
report having a disability. Course enrolment trends varied, with course BBB attracting the most students
(18.85%) and course AAA attracting the least (2.34%). This information can help course designers and
educational institutions customise offers to student interests and needs.

Impact of Online Interactions

A significant positive correlation emerged between student interactions (clicks) on the online platform and
their results. This underscores the importance of student engagement and active participation in online courses.
However, it’s important to note that while interactions are beneficial, weak correlations between clicks and
scores suggest that success is not solely determined by the volume of interactions.

Model Biases and Predictive Analysis

Figure 4 shows the analysis of the logistic regression model’s performance in predicting outcomes. Here, the
axis values are mapped to {'Distinction': 0, 'Fail': 1, 'Pass': 2, 'Withdrawn': 3}. The logistic regression model
revealed gender discrepancies in predicting outcomes. The model’s overall accuracy was 38.52%, but the
accuracy was lower for male students (37.65%) than for female students (39.6%), indicating potential biases
within the predictive model. Similarly, students with impairments had greater rates of failure and withdrawal,
highlighting the model’s inadequacies in accounting for the requirements of varied student populations.
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Figure 4. Confusion matrix for logistic regression.

Submission Timeliness and Academic Performance

The importance of following deadlines in achieving favourable academic outcomes was demonstrated by a
high association between timely assignment submissions and final scores. This emphasises the importance of
time management and discipline in achieving success in online learning. Feature importance was done using a
random forest approach to identify the most important features, as illustrated in Figure 5. This predicted the
target variable, and showed that the most effective predictive features are a number of previous attempts and
being in the age band 0 to 35. Conversely, gender and older age (over 55) are less informative. These results
could guide future data collection and model development to focus on the most influential.

Figure 5. Plot showing feature importance in descending order.
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Finally, the findings of the study provide a thorough insight into student demographics, course completion,
and academic performance in online courses. To promote equitable and successful online education, the
identification of biases and inequities necessitates targeted interventions and inclusive practices.

4. Discussion
The findings provide a comprehensive overview of the complex terrain of online education, shedding light

on discrepancies in course completion and academic achievement across demographic and academic dimensions.
This discussion goes deeper into the implications of these findings and how they correspond with previous
literature, while also noting areas for improvement and future research concerns. The analysis revealed
significant gaps in online course completion and academic performance based on gender, disability status, and
prior academic achievement. Notably, female students outperformed males in assessments by around 5%, and
younger students (0–35 years old) were 10% more likely to withdraw or fail than mature students. Additionally,
Black students exhibited a 20% lower attainment rate compared to white students, and students with disabilities
had a 2% lower pass rate than their peers. These findings underscore the presence of biases in the AI system’s
predictions, indicating potential systemic inequities.

Examining the broader demographic landscape, most students were female (45.16%), a majority of
students fell within the 0–35 age band (68.34%), and a majority did not report having a disability (90.56%). The
majority of students were also enrolled in their first attempt at the course (75.86%) and pursued education up to
A levels or equivalent (43.21%). Notably, course BBB had the highest enrolment (18.85%), while course AAA had
the lowest (2.34%). Over half of the students withdrew or failed courses (52.8%), with the highest rates
observed in course BBB and course FFF. Moreover, students who engaged more in the online platform tended to
achieve better final results.

While the statistical analysis and modelling offered valuable insights, certain disparities across student
groups emerged. The accuracy of the logistic regression model was lower for predicting outcomes of male
students (37.65%) compared to females (39.6%). Students reporting disabilities had lower failure and
withdrawal rates (53.6%) than non-disabled peers (60.2%). Furthermore, strong correlations were observed
between timely assignment submissions and final scores. In contrast, weak correlations between interactions
(clicks) and scores suggested that interaction alone does not guarantee academic success.

The findings also highlighted some noteworthy factors that warrant further investigation. For instance, age
did not emerge as a significant predictor of student success in this analysis. This contrasts with certain studies
showing age-related performance differences in online education [29] but aligns with others finding minimal age
-based performance differences [30].

A significant outcome of the analysis was the variation in pass rates across different courses, with modules
BBB and FFF exhibiting particularly high withdrawal and failure percentages. This discrepancy suggests
potential inconsistencies in the quality and suitability of course design, potentially disadvantaging students
enrolled in modules with suboptimal design.

The strong positive association between student participation (clicks) and final grades corroborates prior
research emphasizing the pivotal role of engagement for online achievement [31]. To enhance student
involvement further, the incorporation of techniques like gamification and collaborative assignments could
prove to be beneficial [32,33].

Limitations

While the research has produced useful insights into the relationship of AI, fairness, and student success,
some limits must be addressed. To begin, the analysis mainly depends on the Open University Learning Analytics
Dataset (OULAD), which may limit the implications of the findings to larger educational settings. Different
institutions’ unique student demographics, course structures, and teaching approaches may result in diverse
patterns that are not reflected by this dataset.

Furthermore, the study focuses on specific demographic criteria such as gender, age, and disability status
while ignoring other relevant variables such as race, language competence, socioeconomic level, and cultural
diversity. This shortcoming may impede a thorough understanding of many influences on student outcomes.
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Additionally, the study is based on data from a certain period (2013–2014), which may not fully depict the
dynamic character of the evolving online education scene and the ongoing improvements in AI technologies. A
multi-year longitudinal method could show temporal trends and changes in student behaviour and results.

The anticipated addition of qualitative insights via surveys or student interviews was hampered by time
restrictions and the vastness of the Open University Learning Analytics Dataset (OULAD). As a result, this study
focuses primarily on quantitative examination of demographic and performance data. Future studies with more
time allocation could explore these qualitative features, enriching our understanding of AI, justice, and student
achievement in online education. While making substantial contributions to this field of study, it is critical to
recognise these limitations. Future research should aim to solve these limits to gain a fuller knowledge of the
complex difficulties and opportunities presented by AI integration in education.

5. Conclusions
This study on online education demographics, completion rates, and academic performance reveals

disparities based on gender, disability, and prior achievement. Greater student interaction correlates with higher
grades, highlighting engagement’s importance. Varied pass rates across courses suggest instructional design
inconsistencies. Biases in completion rates underscore the need for targeted interventions, especially for male
and disabled students. Standardized and evidence-based course design is crucial. Recommendations include
inclusive design practices, tailored support services, and fostering student participation. While age isn’t a
significant predictor, recognizing study limitations is vital. Overall, this research contributes to understanding
variables impacting student success in online education, aiming for a fairer and more efficient learning
ecosystem. It also identifies some of the potential issues with the underlying data, including differences in the
sample sizes by gender and disability, which indicate areas where bias in the models and outcomes may be
influenced.

Our final recommendations are that institutions should prioritize evidence-based and inclusive course
design to accommodate diverse learning needs. Tailored support services should target at risk groups, especially
males and students with disabilities, fostering their success. Instructors should employ engaging techniques like
gamification and collaborative assignments to enhance student participation. Recognizing the study’s limitations,
future research should incorporate qualitative input from students and encompass a broader range of
demographic and contextual variables. This holistic approach will contribute to a fairer and more efficient online
learning environment, enabling all learners to reach their full potential.
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