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Abstract: Endometriosis is a prevalent disease of the female endometrium which affects women of all ethnicities and
has been seen to be most common in the 25-35 years age group. The disease does not have a definitive cure, hence care
and management are the essential components towards dealing with the disease. At present, the predominant means
towards the diagnosis of the presence of the disease involves different imaging modalities alongside laparoscopy, where
the instrumentation is expensive to acquire and requires clinical expertise. Recently, work has been done by an author
who leveraged Raman blood spectroscopy alongside machine learning towards an affordable high throughput means
towards the prediction of endometriosis. This work utilises the Raman blood spectroscopy dataset alongside advanced
signal processing, machine learning and clinical cybernetics, towards the design of a prediction machine which sits within
a clinical framework to facilitate Human-Machine interaction for an enhanced care strategy for patients with
endometriosis. The prediction machine is designed to initially predict whether a patient has the disease, and is then
followed by the use of unsupervised learning to form an inference means towards predicting the extent of the disease.
The results showed that a combination of the adopted methods could allow for a high prediction of the endometriosis
disease. Subsequent work in this area would now include further optimisation of the prediction machine in order to
potentially maximise the prediction accuracy.
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1. Introduction

As far back as the 1600s, Daniel Shroen, a German
physician, was amongst the premier clinicians to describe
endometriosis in his seminal work “Disputatio
Inauguralis Medica de Ulceribus Ulceri”, alongside its
chronic inflammatory symptoms [1].Endometriosis is a
condition where there exists the presence of endometrial
glands and soma outside of the uterine, and has been
viewed as an oestrogen-dependent disecase which is
characterised by chronic pelvic pain and infertility,
where it is seen to be prevalent in females in the age
range of 25-35 years[2—5]. There exist multiple the-
ories around the pathogenesis of the en- dometriosis
phenomenon, one of which is based around the
retrograde menstruation theory where endometrial
fragments arepulsed out of the fallopian tubes from a
force gradient emanating from dyssynergic uterine
contractions [6]. Once these endometrial fragments arrive
at the peritoneal cavity, they ultimately begin to grow
and eventually commence with an invasion of the pelvis
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and its surroundings, where this phenomenon is
heightened by factors that amplify the regurgitation of
the endometrium such as early age at commencement
and/or prolonged menstrual flows, as well as cellular
manifestations that encourage cell implantation and
growthat anomalous locations [1,6].

With endometriosis being an oestrogen-dependent
disease, progesterone is viewed as a antagonistic
hormone in dealing with endometriosis since its actions
trigger an inhibition of oestrogen-based proliferation of
various cells [1]. A common characteristic associated
with endometriosis is inflammation due to the presence
of ectopic tissue within the peritoneal cavity, resulting
from a heightened production of proteins and lipids such
as prostaglandins and cytokines [7].

An illustration showing the varied locations of
endometriosis across the pelvis and the overall abdomen
can be seen in Figure 1, while an image of left ovarian
endometriosis can be seen in Figure 2.
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Figure: 1: An illustration of the bfesencé of
endometriosis across the pelvis.[8]

Figure 2: Image of ovarian endometriosis. [9]

In addition to early and prolonged menstrual flows,
some other prominent risk factors for endometriosis
include: a low body mass index (BMI), Caucasian
ethnicity, consumption of 10 grams or more of alcohol
per day, and a combination of a low BMI alongside
infertility [1].

Food and diet have been said to play some role in
the prevention of endometriosis, where the consumption
of vegetables and fruits have been known to support the
immune system due to their removal of free radicals,
while on the other hand red meats have been seen to
harness a negative effect due to their contents being
responsible for driving up oestrogen contents in the body
[1] The endometriosis disease has also been seen to carry
considerable economic implications, where in European
countries, the cost of care for each patient has been
estimated to be close to £10,000, while in the USA
medical costs have been seen to be in the region of $700
per month, and finally in Canada extrapolated figures
have yielded an annual estimate of $1.8 billion for
combined treatment and care costs [1,10], in addition to
social and healthcare implications.

One of the pathological means towards the
distinguishing of endometriosis is the use of four
classes/stages, namely, minimal, mild, moderate and
deep infiltrating endometriosis. Table 1 shows the
various symptoms associated with the classes [11].

Table 1: Various classes of endometriosis and their
associated primary symptoms.

Class of Endometriosis Primary Symptoms

Minimal and mild
endometriosis

Painful menstrual periods
Irregular menstrual periods

Dysmenorrhea
Heavy menstrual flow

Moderate and deep infiltrating ~ Tenderness

endometriosis
Dysmenorrhea

Restricted mobility and pel-
vic pain

Heavy menstrual flows

Although the main mode of the diagnosis of
endometriosis has been seen to be via histopathological
methods, recently alternative methods spanning
gynaecological examinations, imaging, laparoscopy, and
biochemical characterisations have been investigated
[1].The imaging aspects typically involve an ultrasound
scan which by example can pick up endometrial cysts as
well as other congenital conditions which prompt the
flow of menstrual blood into the peritoneal cavity [12—
14] Occasionally, magnetic resonance imaging (MRI) is
employed as per the patient need, while the (minimally)
invasive laparoscopic surgery has been widely viewed as
the most frequently used method for the diagnosis of
endometriosis [12—14].

The treatment of endometriosis is an area of
uncertainty due to the nature of the chronic disease,
where current treatment therapies are primarily based
around pharmacological, surgical and physiotherapy
care measures [1]. The choice of what treatment pathway
is taken typically depends on a mixture of patient
preference alongside symptoms, and a perceived
estimation of the severity of the disease [1,15]. The
administering of medication to patients has been
typically seen to be for patients who are in their
reproductive years, where the aim of the medication-
based treatment is to alleviate pain and inhibit the further
spread of the disease towards neighbouring regions [1].
A brief example of medications administered to patients
who are nursing endometriosis includes: hormonal
medications, non-steroidal anti-inflammatory medication
for pain relief and reduction of swellings, progesterone
receptor modulators, and aromatase inhibitors[1].

Surgical treatment in endometriosis is usually
prompted by patients with chronic pelvic pain, requiring
fertility treatments or those who have ovarian cysts
where, as mentioned, the minimally invasive
laparoscopic surgery is the preferred means of surgery
[16].
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Physiotherapy is also used as part of the rehab of
endometrial patients who begin to struggle with mobility
due to the disease causing chronic inflammations in and
around the pelvis [17-19]. The physiotherapy courses are
based around supporting mobility with an ultimate
restoration of the tissues around the pelvis area, while
exercise has also been seen to be beneficial in combatting
endometriosis as it has been said to combat
inflammations, ovarian stimulations, muscle relaxations
and also provide psychological reprieves from anxiety
and depression in women who may be undergoing
hormone replacement therapies [17-19].

Prior work in the area of machine learning and
endometriosis has involved the leveraging of various data
sources, alongside the relevant computational models,
towards the prediction of a patient’s genetic
susceptibility to endometriosis, and the use of various
kinds of clinical imaging alongside deep learning
towards interpreting patient imaging data [20-26]. The
prediction models from the mentioned case studies have
proposed their models as independent systems without a
concise account for the Human-Machine interaction that
is necessary for the potential clinical deployment of the
model.

Parlatan et al. [26] utilised a unique approach
comprising of Raman blood spectroscopy alongside
machine learning to serve as a means towards an
affordable screening with a high throughput for the
prediction of the presence of endometriosis in patients.
Their modelling approach utilised the raw spectroscopy
data as input without employing feature extraction and
therein leading to high dimensionality which could
ultimately cause for model overfit [26]. Furthermore,
their model validation approach appears to have been
done on a small subset of the overall data [26].

As part of the work done and the contributions
made as part of this paper, we aim to utilise signal
processing techniques, alongside cybernetics, in the
design of a prediction machine that is capable of
predicting endometriosis and is hosted within a clinical
cybernetic loop which is poised towards enhancing care
strategies for endometrial patients[27] .

This work adopts the approach of using the principles of
cybernetic steering towards the creation of a system that
hosts both a prediction ma- chine alongside clinical
expertise for an enhanced decision support clinical
platform [27,28]. This framework was showcased in the
area of pregnancy medicine for the prediction of preterm
that allowed for collaboration, shared decision support
and an information flow approach between the midwife
and obstetrician, alongside the prediction machine which
produces indications of potential preterm pregnancies
and a subsequent recommendation based on patient
information [28]. This approach has also recently been
adopted as part of the growing reprieves from anxiety
and depression in women who may be undergoing

hormone replacement therapies [17-19] .area of
intelligent gynaecology and oncology, which is based
around the utilisation of tools such as artificial
intelligence and cybernetics towards achieving things
such as early diagnosis, affordable screening for low
income settings and, of course, greater patient care [29].
The particular case study in which the authors utilised the
cybernetic principle within the area of oncology was
used for the early prediction of cervical cancer from
patient medical health records, which is a prominent
gynaecological disecase [29]. That work hosted the
prediction machine in a loop that also included clinical
experts as per the trend with these systems, where the
goal was to not only leverage patient in- formation as a
means towards early detection of the disease, but also as
a means towards an affordable and high throughput
patient care, which can also be appealing and applicable
to low income settings who may lack resources for
cutting edge diagnosis instrumentation [29].

Likewise, this work sees a contribution within this
growing area where we utilise a data source from Raman
blood spectroscopy towards the assembly of a cybernetic
system for an affordable means towards predicting the
presence of endometriosis in female patients, in a
framework which also includes oncology clinical experts,
and is ultimately poised towards greater and enhanced
care for patients with the disease. Specifically speaking,
the contributions of this manuscript are as follows:

- The proposition of a clinical cybernetic system
which hosts a prediction machine and clinical experts

- The use of signal processing and machine learning
methods for the prediction of the presence of
endometriosis from Raman blood spectroscopy

- The utilisation of unsupervised learning for the
development of a distance and proximity framework for
the estimation of the extent of the endometriosis disease
inpatients.

2. Dataset

The dataset utilised as part of this study was
acquired by Parlatan et al. [26] and received ethical
approval from the Faculty of Medicine, Acibadem
University where each participant produced a written
consent prior to the commencement of the data collection
process. The sample collection involved the acquisition
of blood samples which were centrifuged to isolate the
serum, where the subsequent serum samples were stored
at 4 degrees Celsius for a maximum of two days
following its collection, and for the measurement
exercise, 0.5 ml of the serum was prepared in a quartz
cuvette [26].

The sample analysis involved the use of a water
immersion microscope 60X, NA, Olympus, a single
mode diode laser with a wavelength of 785 nm and
power of 100 mW for the Raman excitation [26]. A
Faraday isolator was used for optical filtering to remove
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unwanted back reflected beams, while a laser line was
utilised to cleanse the laser profile around the 785 nm
waveband, and samples were illuminated through a
focused lens of sorts and then the subsequently back
scattered light at 180 degrees was acquired [26]. Further
filtering was done with Rayleigh scattered photons using
sequentially scattered Raman edge filters, while the
focusing of the Raman scattered beams was done using a
100 micrometre slit spectrometer with an achromatic lens
with a focal length of 50 mm [26]. The spectrometer that
was used comprised of 600 lines/mm grating alongside a
thermoelectric cooled CCD camera.

As part of the pre-processing of the data, calibration,
background subtraction, baseline correction and
normalisation were performed on the data. Further details
on the experimental acquisition of the dataset can be seen
in Parlatan et al. [26].

For the signal processing exercise detailed in the
subsequent sections, a decomposition algorithm was also
applied to the dataset as comparison with the analysis
with the raw data. Thus, due to the data analytical
limitations of the algorithm, a total of 144 Raman blood
spectroscopy samples were used for the work done in this
paper, amounting to a total of 72 patients’ (36
endometriosis and 36 normal) data that was used for the
analysis, considering measurements were repeated twice
for each patient within 24 hours, where the data files
comprised of Raman data in the waveband of 350-1800
nm.

3. Raman Spectroscopy

The Raman spectroscopic technology is an example
of light-matter interaction. The Raman scattering of light
by molecules is based on and was initially predicted by
Smekal in 1923 using quantum theory before being
subsequently validated by Raman in 1928, where to date,
there now exist 25 distinct kinds of Raman spectroscopic
technologies [30,31]. Raman technologies are now of
prominent use for optical measurements which involve
liquids, due to their absorbance properties within the
infrared region. Within the area of medicine and biology,
the Raman technology is one which is of keen interest for
substance characterisation as it does not require
fluorescent marker molecules, is non-invasive and can be
used to gain molecular and concentration information
from an array of biological substances [30,32].

The fundamental operating principle behind the
Raman spectroscopy is based around the interaction of
light with matter, where the oscillatory electromagnetic
field causes a perturbation of the charge distribution
within matter that causes a bi-directional exchange of
energy and the associated momentum while leaving the
source matter in a modified state, examples of this being
the rotational vibrations in liquids and gases [30,33].

In the generic form of the Raman spectroscopy, the
technology takes the form and abides to the operating

principles of spontaneous emissions spontaneous Raman,
which involves the interaction of an incident photon with
a molecule which is subsequently scattered [30]. The
resulting scattering in the case of light particles is mostly
elastic and is referred to as Rayleigh scattering, whereas
inelastic scattering—where the incident energy does not
equal the energy of the scattered photon— is referred to
as the Raman effect [31,34]. For an inelastic process in
the case of a lattice, the energy transfer process creates a
vibration quanta, also referred to as  quasi-
particle/phonon [30]. The Raman scattering effect can
also give rise to spin waves whose shift in angular
frequency (w) of scattered light can be described as
Equation (1):

wscat = wp £ wose (1)

Where scat is the scattered light, p is the
incident/pump photon, and osc denotes the molecular and

lattice vibration. The binary operator * is dictated by the
energy conservation.

On the occasion where the energy of the scattered
photon is lower than that of the incident photon, this
phenomenon is referred to as Stokes Raman scattering,
and likewise when the energy of the scattered photon is
higher than the incident photon, this is termed as anti-
Stokes Raman scattering [30]. The Raman process obeys
the law of momentum conservation and is expressed as
equation 2 in wavevector form:

= F 2

Where ¢ ™ represent the wave vectors for the
scattered light, incident light and the molecular vibration
respectively. In molecules and crystals, charge
distributions have a preferred equilibrium which they
tend, where an external field has the ability to modify the
charge distribution based on its ability to form
anisotropic dipoles, referred to as polarizability and
dielectric susceptibility [30].

The classical Raman effect has said to be associated
with a modulation of the polarizability, which is due to
the oscillatory dynamics of the inter atomic
displacements [30] Mathematically, given a polarisation
vector of a certain material, *, with j and k representing a
set of vector components in the 3-dimensional x, y and z
directions, where the first order approximation of the jth
component of ~ is linked to the oscillatory electric field
vector -, which is associated with light in the form:

pil = e XL B (3)

Where &€ represents the permittivity of free space,
Xjkis a rank 2 tensor for dielectric susceptibility, while
superscript 1 indicates a first order polarisation
contribution, where  the polarisation tensor represents a
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function of the nuclear coordinates, which is also
dependent on the vibrational frequency [35]. For a small
and borderline negligible modulation, this dependency
can be expressed with the Taylor series in relation to the
axis of vibration:

XL(->Wp) =X (- Wp) —>

Kk k, ko, u=0
()
+u | ——2~
oy,
32xL (= Wp)
jk WP,
—s4uum | ") -5+
u=0 l dudum u=0

where™ is the nuclear displacement vector, indices j, k, [
and m embody various spatial coordinates, expressing the
accompanying electric field which accompanies the light
as Equation (5):

(=, )=>(=, Jeos (- - - — 1) &)

o o onp p

While the nuclear displacement is expressed as
Equation (6):

22 0=3(2 s cos (o o =) (6)

Where a direct dependency on time can be found
by a substitution exercise involving the variables for
monochromatic light and displacement. The particular
term which relates to first order Raman scattering
coefficients is derived from the middle term in
Equation (7), and ultimately yields.
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These terms comprise both the Stokes and anti-
Stokes frequencies, which also indicate the conservation
of momentum. Figure 3 shows an energy level figure for
a Raman process with Stokes and anti-Stokes emissions
(Wsand Was) [30].
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Figure 3: Energy level diagram for a Raman process.

4. Methods

4.1. Cybernetic System

The concept of cybernetic steering emanates from
Greek, which implies a methodical steering and guidance
towards a desired outcome. This term was formalised
and popularised by the seminal work of Norbert
Wiener and is now a baseline from which multi-
component systems can be synthesised via its
hierarchical framework, which is comprised of both the
Ist and 2nd order cybernetic framework [27,28,36]. The
Ist order cybernetics analyses the technical components
of the system and its feedback elements which allow for
the systematic steering ofthe system itself, while the 2nd
order cybernetic framework provides a broad scope lens
through which the end-to-end operation of the system is
philosophically analysed and is therein referred to as the
“cybernetics of cybernetics” [37,38]. We would be
adopting this hierarchical framework towards the
characterisation, synthesis and analysis, of the proposed
cyber-human cybernetic system shown in Figure 4,
which is poised towards a clinical expert/prediction
machine collaboration for enhanced care for patients
with endometriosis [39,40].

(where |i> = initial state, |f> = final state and [r> =
incident pump photon, and his Plank’s constant) [30].
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Figure 4: A system diagram showing the proposed
cybernetic system.

4.2. 1st Order Cybernetics

In this section, the system components, their
functions and associated interfacing and interactions for
the system presented in Figure 4 are described as follows:

42.1. System/Patient with Endometriosis: the system
which is the focal emphasis of the cybernetic system is
a female patient who is experiencing symptoms which
are related to the various stages of endometriosis
detailed in Table 1.

422. Data Acquisition: the proposed means of
information and data collection is pitched to be a non-
invasive approach which involves the acquisition of
blood samples from a patient, which is analysed using a
Raman spectroscopic method and serves as the primary
information source. This means of data acquisition has
the merit of being minimally invasive and affordable,
alongside possessing a high throughput turnaround.

Although not covered in this paper, an auxiliary
source of data collection can also be in the form of
questionnaires, as shown in the work done by Bendifallah
et al. [20] where they leveraged information from a
questionnaire which contained information about the
patients’ age, BMI, menstrual cycle, intercourse, and the
presence of blood in the urine, to build predictive models.

4.2.3. Prediction Machine/State Estimation: the prediction
machine is a machine learning underpinned model which
is capable of, in this case, predicting whether a patient has
endometriosis. The prediction machine for this particular
case study is of a tiered format, where the rest set of
prediction is of a binary nature to indicate whether a

patient has endometriosis. If yes, an inference method is
used to predict the potential stage of the disease. The
models and algorithmic methods utilised as part of the
design of the prediction machine is detailed subsequently.

42.4. Clinician Review/Optimal State Tracker: the
purpose of this stage is to embody the role of an optimum
state tracker, where a clinical expert reviews the
prediction made by the machine and analyses the
information with respect to the patient medical health
record to detect potential false positives. In settings where
resources permit, trans- vaginal ultrasound could also be
done to verify the presence of endometriosis as part of
this stage.

4.2.5. Control Action/Treatment: the control action as part
of the proposed cybernetic loop is the application of a
course of treatment therapy to the patient. As
endometriosis is an oestrogen-dependent disease, the
general course of treatment involves the administering of
progesterone-based medication which contributes towards
hormonal balancing and a potential prevention of the
spread of the endometriosis disease. In an attempt to
standardise treatment practices for endometriosis, Olive et
al. proposed two sets of treatment flows for patients with
the disease, as shown in Figure 5, where the first pathway
is based around the initial administering of medication,
followed by a culmination of laparoscopic surgery if the
medications do not suffice [8]. On the other hand, the
second pathway comprises of a combination of disease
and fertility treatment where laparoscopic treatment is
rendered, followed by assisted reproductive measures.

4.3. 2nd Order Cybernetics

As described, the 2nd order cybernetics effectively
describes the “cybernetics of cybernetics”, where the end-
to-end operability of the system is synthesised and
analysed [41]. The proposed system is of a cyberhuman
nature which hosts both a clinical expert (human
intelligence) and a prediction machine (machine
intelligence), where the input from both of these parties
are fused together to provide an enhanced care strategy
and platform for patients with suspected endometriosis.
The presence of the prediction machine serves as a
supporting source of information and decision support to
the clinician for more informed decision making. With
this framework it is anticipated that overall better care and
prioritisation can be provided with patients who are
suffering from the disease. Some of the achievables that
would be in place due to the proposed collaborative
dynamic in the cybernetic framework include a potential
earlier and affordable means of detecting the presence of
endometriosis with a high throughput, with the ability to
prioritise care based on the severity of the diagnosis. In
addition to this, patients can also be instantaneously
placed on fertility-sparing treatment based on the
perceived extent and severity of the disease.
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Figure 5: Potential treatment pathways for endometriosis
patients, as proposed by Olive et al. [8]

4.4. Signal Processing and Machine Learning

4.4.1. Spectroscopy Decomposition

As part of the signal processing work done in this
paper, comparison work was done utilising the raw
spectroscopy data, which was subsequently processed
and the decomposed spectroscopy waveform put through
the Linear Series Decomposition Learner (LSDL), which
provided positive results and showed movement in
prediction exercises involving infrared spectroscopic data
in previous studies[42—47]. The LSDL has been seen to
be a meta-heuristically driven signal decomposition
method which, although was incepted and primarily
poised for the decomposition time-series signals, the
application of the algorithm has resulted in the
minimisation of the overall uncertainty within a sample
time-series waveform[43—47]. As mentioned, its
application has now Dbeen extended towards
spectroscopic data where prediction accuracies were
noted to be of improvement, thus showing signs to also
be able to decompose spectroscopy waveforms;
therefore, we seek to observe the applicability of the
LSDL towards Raman spectroscopic data for the
prediction of endometriosis. For a given waveform
expressed as | | ,the comprehensive lists of heuristics and
parameters used in the tuning of the LSDL can be seen in
Nsugbe et al. [43] and Nsugbe and Sanusi [46].

The result of the selection of the optimal threshold
region for the LSDL showed that the 2nd iteration of
the lower threshold produced the optimal waveform
decomposition. The result of the obtained values for the
performance decomposition performance index can be
seen in Table 2.

4.4.2. Feature Extraction

As for the characterisation of the waveform spectra,
feature extraction was employed as opposed to the
feeding the machine learning model the full raw
spectroscopic data, which can make the classifier suffer
from the curse of high dimensionality and increasing the
potential of a model overfit [48]. The following features
were extracted from the candidate spectra: mean ab-

solute value (MAV), waveform length (WL), slope sign
change (SSC), root mean square (RMS), fourth order
autoregressive coefficient (AR), cepstrum (Ceps),
maximum fractal length (MFL), Higuchi fractal
dimension (HFD), median frequency (MF) and number
of peaks (NP) [28,49,50]. The value of 1 pv was
utilized for features which required thresholds, while k
was selected as 10 for the HFD. The group of features
comprise an ensemble of multiple kinds of features
which could make for a thorough characterisation of
the Raman spectra.It can be said that the list of features
assembled and utilised in this study stems from and is
inspired by previous studies, of which these group of
features have been deemed to be capable of reliably
modelling  physiological signals from  various
sources[43,49].

Table 2: Signal decomposition results for the LSDL.

Ist 2nd 3rd 4th
Iteration Iteration Iteration Iteration
Upper
Threshold n/a n/a n/a n/a
Region
Lower
Threshold 2.0001 2.0008 2.0001 2.0001
Region

4.4.3. Machine Learning
Supervised Learning

The following Supervised Learning methods were
utilised as part of this study as they represent a range and
variety of different model architectures of varying
complexities, which can allow for the observation of
the optimal model given the nature of the dataset in this
study.

- Decision Tree (DT): is a machine learning model
which works with a Boolean-like logic flow towards
sorting data into various distinct classes in a tree-like
manner, and is also a non-parametric approach [51].

- Discriminant Analysis: is a statistical method primed
towards first the projection of a feature vector into a
lower dimensional space, followed by the instillation of
class boundaries between classes which can either be
linear (LDA) or non-linear (QDA) [49,50].

- K-Nearest Neighbour (KNN): is an approach which
uses a voting strategy based on a nearest neighbour
criteria towards assigning data samples to a category,
in this work the Euclidean distance was used as the
distance metric of choice, and the k value was chosen to
be 1[52].

- Support Vector Machine (SVM): is an iterative
classification model which utilises a subset of the data
—referred to as a set of support vectors—towards the
instillation of class boundaries to separate classes of
data from each other, where the implementation of the
class boundaries is typically done in a higher

7
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dimensional space using a technique termed as a
‘kernel trick’ [53]. Different variants of the SVM
algorithm have been adopted for use in this paper,
namely, the linear (LSVM), quadratic (QSVM), cubic
(CSVM), and fine Gaussian (FGSVM) kernels.

- Multi Layer Perceptron Neural Network(MLPNN): is a
data driven function approximation model that is
capable of mapping the relationship between input data
and output label in a non-parametric manner, where data
classes can be separated using a non-linear decision
boundary when a non-linear activation function is
selected [54]. The implemented version of the MLPNN
comprised a single hidden unit with 30 neurons, while
the backpropagation algorithm was utilised for the
training of the network and the softmax was used in the
output layer.

- Logistic Regression (LR): is a statistically driven
means of binary classification where a sample is
designated a class based on its value with respect to a
threshold and asigmoid curve [55].

All of the supervised learning models were
validated using the K-Fold cross-validation method
where K was selected as 10, with the data split being in
the format of 80:20, with 80% of the dataset used
towards the training of the models and the remainder
20% utilised for cross-validation purposes. The
MATLAB classification learner application was utilised
for these exercises.

Unsupervised Learning

The K-Means algorithm was selected for use in this
study due to a combination of computational
efficiency and capability in carrying out unsupervised
learning exercises.

- K Means: is an iterative means towards the sorting
of data into various clusters based on the Euclidean
distance criteria, where the algorithm seeks to maximise
the distance between various clusters, while minimising
inter-cluster variability with the placement of the cluster
centroid [56]. The clustering assignment method works
with the expectation-maximisation (E-M) method, where
the E step involves the initial assignment of the clusters,
while the M is the stage where results are iteratively
updated.

5. Results

For the characterisation of the model performance,
four select model performance metrics were selected for
use as adopted in a previous study, namely: accuracy
(ACC), sensitivity (SEN), specificity (SPEC), and area
under the curve (AUC)[46].

5.1. Endometriosis Prediction
The results for the endometriosis prediction for the

raw spectroscopic data can be seen in Table 3, where it
can be seen that the LDA, MLPNN and LR produced the

best model performances across the various classifiers
which were trialled as part of the study. From Table 3 it
can be seen that the utilisation of high order kernels with
the case of the SVM did not yield a higher classification
accuracy. Although it is not precisely apparent why the
mentioned models produced the best -classification
performance, it can be seen that these model
architectures produced compatibility with the dataset
being used as part of this study.

Table 3: Endometriosis prediction using raw
spectroscopy data.

Machine ACC SEN SPEC AUC
Learning (%) (%) (%) (%)
Model

DT 61 61 61 61
LDA 71 69 73 71
QDA 65 64 67 66
KNN 60 60 59 60
LSVM 69 68 70 69
QSVM 67 66 68 67
CSVM 60 60 61 61
FGSVM 61 60 63 62
MLPNN 72 74 71 73
LR 70 69 71 70

The results in Table 4 show the model perfor-
mance for the LSDL pre-processed data, where it can
be seen that the best results belong to the DT, although
the results can be seen to be down from Table 3,
which therein shows that that the LSDL decomposition
does not have additional benefits for the prediction
performance for the Raman spectroscopy data. Although
in a previous study, the LSDL provided improved
performance for infrared spectroscopy data, it can be
seen that this does not generalise across the
spectroscopic data from the Raman.

Table 4: Endometriosis prediction using LSDL
spectroscopy data.

Machine ACC SEN SPEC AUC
Learning (%) (%) (%) (%)
Model

DT 62 63 62 63
LDA 61 62 61 62
QDA 53 54 53 54
KNN 51 51 51 51
LSVM 58 60 57 59
QSVM 52 52 52 52
CSVM 51 51 51 51
FGSVM 50 50 50 50
MLPNN 62 63 62 63
LR 60 61 60 61

5.2. Endometriosis Stage Prediction

The K-Means algorithm was adopted for an
unlabelled means towards the partitioning of the data,
where the results of the exercise can be seen in Table 5,
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and where it can be noted again that the raw data
provided the best results for the clustering exercise. It is
worth mentioning that, due to the K-Mean’s random
initialisation, the algorithm was run five times with the
best clustering performance chosen as the optimal, as
shown in Table 5.

5.2.1. Endometriosis Stage Prediction Algorithm

Leveraging the centroid and Euclidean distance
information, we are able to devise a means of inferring
the extent of the endometriosis dis- ease from the K-
Means assignment. Given the centroid of the cluster, all
samples have a given spread and distance from the
centroid, where the closer a sample.

seen across the various different models, with the high
order kernel/SVM producing the best classification
performance, albeit by a slender margin compared to the
other models. This goes to suggest that a non-linear
decision boundary is highly effective in the separation of
the samples in the various classes, but further work
would need to investigate if this is consistent with a
broader sample set.

A flow diagram of the various stages involved in
the disease prediction can be seen as follows in Figure 6.

Table 7: Endometriosis stage prediction results.

Table 5. Endometriosis stage prediction using the K- Machine ACC SEN SPEC AUC
Means algorlthm. Learning (OA)) (%) (%) (%)
Model
ACC (%) Class 1 Class 2
LSDL 60 4772 39/72 DT 94 100 89 94
Raw 64 41/72 51/72 LDA 88 100 81 90
QDA n/a n/a n/a n/a
Point is to the centroid the greater the confidence in KNN 94 100 89 94
the cluster estimation and thus the potential later stage a LSVM 38 100 81 90
disease 1s. The turther 1t’ 18 ﬁom the clustel_r centroid, the QSVM Y 100 93 9
o e oo My Shsterpgrsighment, gnd — “csvm 96 00 93 96
using distance as a proxy for the extent of the FGSVM 96 93 100 96
endometriosis disease, the following was created for the MLPNN 92 100 86 93
endometriosis cluster/Class 1 as shown in Table 1, where LR 88 100 81 90
it should be noted that only the correctly clustered
samples were used while the SMOTE synthetic sample i
generator was utilised for class balancing purposes, Collciion

which resulted in a sum total of 50 samples used for the
subsequent prediction exercises.

Driven largely by the distribution of the data, two
classes of endometriosis extent were created, namely,
Minimally-Mild Endometriosis and Mod- erate-Deep
Endometriosis.

Table 6. Data class and Euclidean distance range.

Data Class Euclidean Distance
Range

Minimal-Mild En- 1:(0.5*% sample with

dometriosis/Class 1 maximum Euclidean
distance from
centroid)

Moderate-Deep En-
dometriosis/Class 2

(0.5* sample with
maximum Euclidean
distance from
centroid): (sample
with maximum
Euclidean distance
from centroid)

The results of the endometriosis stage prediction for
the two classes created in Table 1, can be seen in Table 7,
from which a generally high prediction accuracy can be

Ursaparyied Lsaming it inanie |

Figure 6: A stage flow diagram of the proposed disease
prediction.

6. Conclusions

Endometriosis is a disease that affects a large
number of women primarily in the age band of 25-35
years, and is characterised by painful periods, chronic
pelvic pain and causes long term infertility issues, where
health economics statistics appear to indicate that the
disease is one with a considerable financial implication
to society. The diagnosis of the diseases is typically done
with a mixture of imaging modality, with laparoscopic
means forming the bedrock for a formal diagnosis of the
disease in arecas where there is expertise, and the
technology can be afforded. The main treatment options
for the disease involve the administration of progesterone
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medications due to endometriosis being an oestrogen-
dependent disease, and in certain cases surgical
procedure for the removal of infected tissues and any
possible organ adhesions that may have occurred.

As with most other areas of clinical medicine, the
use of machine learning has steadily begun to gain
traction in the diagnosis of endometriosis, where
researchers have initially adopted the use of image
recognition towards interpreting images from the
endometrium as part of a means of detecting the presence
of the disease. Parlatan et al. [26] proposed an alternate
means of diagnosis involving the use of blood
spectroscopy and Raman spectroscopy towards a high
throughput means of diagnosis.

In this study, we applied advanced signal
processing and machine learning alongside clinical
cybernetics towards the design of a prediction machine
that is capable of first predicting the presence of
endometriosis from blood spectroscopy, followed by a
subsequent inference of the extent of the disease. This
prediction machine is scheduled to sit within the
proposed clinical cybernetic loop that can make for a
platform that allows for enhanced patient care. In the first
instance, the results showed a reasonable prediction
accuracy with the MLPNN, LDA and LR producing the
best predictions made with the raw undecomposed
spectroscopy data. The follow up on the prediction of the
extent of the endometriosis disease which was done
using the K-Means unsupervised learning, where the
centroid and Euclidean distance metrics were leveraged
towards an inference method for both early and lat- er
stage endometriosis, which can help in the prioritisation
of treatment and care in patients. The results showed a
high prediction performance in and around the 90 %
region across the various machine learning models when
the clustered data were used to train various models as
part of the pilot.

Subsequent work in this area is likely to involve the
extraction and ranking of further features in order to
understand the features driving the model performances,
while also looking to seek out further features which
could contribute towards boosting the overall prediction
performance, in addition to the testing of the proposed
cybernetic system.
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