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Abstract: As educational policies increasingly advocate integrating generative artiϐicial intelligence (AI) into teach‑
ing practices, important questions arise about its effect on students’ cognitive development. By observing how
students use large language models (LLMs), we can see their potential to disrupt traditional learning frameworks,
such as Bloom’s Taxonomy. This article explores how AI inϐluences students’ work habits, knowledge acquisition,
and cognitive skills based on two years of observations of 70 ϐirst‑year computer science students in an 180‑hour
programming course. The results suggest that generative AI could undermine the hierarchical structure of Bloom’s
Taxonomy by enabling students to bypass essential cognitive processes, such as comprehension, application, and
analysis. This allows them to replace their personal effortswith AI‑generated results. These ϐindings raise concerns
about the erosion of critical thinking and problem‑solving skills, which could reshape educational goals established
since the 1960s. Rather than taking a position for or against the use of AI, the article aims to stimulate debate about
its long‑term implications for developing and managing students’ knowledge and skills. The article highlights the
need for teachers and policymakers to address ethical challenges and strategies that ensure AI enhances, rather
than replaces, cognitive engagement in learning. After an introduction, Chapter 2 provides an overview of Bloom’s
taxonomy. Chapter 3 explains the principles of how LLMs work. The next chapter describes how students use
LLMs based on behavioral observations. Before concluding with the importance of policy decisions to be made in
the coming years, Chapter 6 discusses how LLMs can inϐluence teaching methods.
Keywords: Generative AI; Education; Behavior

1. Introduction
One of the key objectives of the ϐield of educational sciences is to develop a systematic approach to classifying

and prioritizing the diverse objectives of learning. This classiϐication allows for the construction of stages of in‑
creasing complexity in the cognitive development of individuals. In 1956, B.S. Bloom et al. put forth a preliminary
taxonomy of cognitive objectives, with the principal objective of developing tests and examinations [1]. Although
revised in 2001 by Anderson and Krathwohl and occasionally the subject of debate [2, 3], this classiϐication has
had a signiϐicant impact on the teaching of higher‑order thinking, moving students away from rote learning and
superϐicial understanding. The integration of new technologies, such as calculators and computers, into teaching
practices has been a long‑standing objective of the education sector. More recently, the advent of digital technol‑
ogy and the development of the Internet have provided new avenues for accessing information, which have been
harnessed by educators to enhance learning outcomes. Thus far, this transformation has been techno‑centric, with
politicians espousing the view that the use of interactive whiteboards, search engines, computers, or tablets would
markedly enhance students’ interest in education and facilitate teachers’ work [4,5]. Thomas Edison predicted in
his day that cinema would replace textbooks, but due to mistrust on the part of some and lack of vision on the part
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of others, computers and digital technology in the broadest sense have struggled to gain a foothold in the world of
education. To make up for this delay, action plans have proliferated without coherence, consultation, or support.
Qualitative research has shown that teachers ϐind it difϐicult to use computers as teaching aids in their classrooms.
Using the computer as a tool for teaching and learning is not a “brilliant” solution for educating students, but it’s a
breakthrough. How and for what purposes should digital technology be used in the classroom, so that teaching and
use are not completely outdated in the years to come [6–8]? But this question may raise other questions:

– Are we designing a school around computers (i.e., transforming it) or simply introducing computers into the
school (i.e., integrating new knowledge)?

– Can we imagine how IT will change our basic skills: reading, writing, calculating, thinking, and criticizing?
– What can be done to anticipate these changes?

Even if some people date AI back to the 1950s, or even a little earlier, with Alan Turing, whowonderedwhether
machines could think. (Incidentally, in his imitation game test, Turing shifted the problem by replacing language
with thought. Do we always say what we think???) It must be said that, after several winters, some of them very
harsh, AI is now at the forefront of the scientiϐic and economic scene, because for two years we’ve been talking
about ChatGPT and your washing machine, your hearing aids and your vacuum cleaner have also become intelli‑
gent. The use of LLMs (Large Language Models) and AI in general in education wasn’t long in coming. C. De La
Higuera and J. Iyer propose several ways of thinking about the use of artiϐicial intelligence in education in an open
textbook of more than 200 pages [9]. The document remains an ode to the massive and immediate introduction
of AI into our education, even if some dystopian aspects are evoked. The authors’ conclusion could be summed
up in a techno‑centric approach: “It took us 40 years to introduce computers into our classrooms, let’s not take
another 40 years to introduce AI”. It’s a pity that the authors didn’t take the learner’s point of view and ended up
with a very techno‑centric version. From the teacher’s point of view, this document presents the impact of GAI tools
on course preparation, classroom management, and the possibility of automating certain tasks such as correction.
From the learner’s point of view, the justiϐication for using these tools seems to focus more on the reinforcement
of knowledge, personalization of work, and self‑learning. Little or no attention is paid to the impact on learners’
cognitive andmetacognitive skills. What happened to our beautiful Bloom’s Taxonomy pyramid that has guided our
learning objectives for 70 years? What kind of students will we be educating if AI and GAI are massively adopted as
pedagogical tools?

This article offers some food for thought, not based on an academic study, but on observing how our students
acquire and use GAIs. For the last two years I’ve been observing the behaviour of my students on the Learning
to Programme course. The number of students observed each year is 35, so 70 people over the last 2 years. The
teaching volume is 180hours betweenSeptember andMay. After a reminder of Bloom’s taxonomyand theoperating
principles of LLMs, I’ll present some cases of GAI use that could be described as deviant, and the impact this might
have on students’ cognitive and metacognitive learning.

My observation, more than a hypothesis, is: Generative AI seems to weaken the effectiveness of Bloom’s clas‑
siϐication method?

2. Background to the Discussion
2.1. Bloom’s Taxonomy

Bloom and his collaborators in the 1950s developed this widely used pedagogical framework for classifying
students’ learning levels [1]. It enables educators to design learning objectives, assessments, and instructional ac‑
tivities that promote the deep understanding and practical application of knowledge. Bloom’s taxonomy is divided
into three main domains of learning, each with its own hierarchical levels, although educational studies tend to
emphasize the domain of knowledge.

(1) The cognitive domain (Figure 1): This domain focuses on the mental processes that are related to knowledge.
It is made up of six levels: knowledge, comprehension, application, analysis, synthesis, and evaluation. These
levels range from the simple memorization of information to the generation of new ideas and critical evalua‑
tion.
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Figure 1. Bloom’s Levels of Learning.

∘ Memorize/Knowledge: Recall facts, basic concepts, and information. Example: memorizing historical
dates.

∘ Understanding: Ability to explain ideas or concepts. Example: summarize a text.
∘ Apply: Using knowledge in new situations. Example: solving mathematical problems by applying formu‑

las.
∘ Analyze: Breaking down information into smaller components to understand its structure. Example:

identifying the parts of an argument or text.
∘ Evaluate: Identify the advantages and disadvantages of possible courses of action.
∘ Synthesis/Creation: Suggest alternatives, different approaches, original solutions.

(2) Affective domain: The affective domain describes learning goals that emphasize a feeling, emotion, or degree
of acceptance or rejection [10]. Affective objectives range from simple attention (to a selection of phenomena)
to complex qualities of character and awareness. Objectives are expressed as interests, attitudes, appreciations,
values, sets of emotions, or prejudices. This second area can be divided into ϐive categories:
∘ Receiving: It means tolerating and being aware of the existence of certain ideas or phenomena. For ex‑

ample: accepting, listening, reacting, comparing.
∘ Responding: It’s about forcing yourself to put ideas into action by actively responding to them. For ex‑

ample: to comply with, to recommend, to volunteer, to dedicate one’s free time.
∘ Appreciate: The desire to be perceived by others as someone who values ideas.
∘ Organizing: To link a value to those already held, while remaining internally coherent. For example:

discussing, theorizing, and investigating.
∘ Characterize: To characterize means to act consistently according to acquired values. Examples: revise,

demand, avoid, manage, solve.
(3) The psychomotor domain includes physical movement, coordination, and the use of motor skills. We are not

far from the form of kinesthetic intelligence deϐined by Howard Gardner [11,12]. However, the development of
these skills requires practice and is measured in terms of speed, precision, distance, procedures, or execution
techniques. Thus, psychomotor skills range from manual tasks, such as digging a ditch or washing a car, to
more complex tasks, such as operating a complex machine or dancing. The domain is subdivided from simple
to complex:
∘ Perception (sensory guidance of motor activity)
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∘ Preparation (feeling ready to act)
∘ Guided response (beginning to learn complex skills)
∘ Mechanism (development of a basic skill)
∘ Complex open response (execution with advanced skill)
∘ Adaptation (modifying movement to suit speciϐic circumstances)
∘ Origin (creation of situation‑speciϐic movements)

Educational sciences are often criticized for the propagation of relatively persistent pedagogical myths: learn‑
ing styles, multiple intelligences, educational differentiation, Dale’s hierarchy, and many others. First, this taxon‑
omy is a classiϐication of learning objectives, often used to calibrate assessments, differentiate, etc. There are other
similar taxonomies, such as the SOLO taxonomy [13], and Gagné’s taxonomy (much more interesting and scientif‑
ically well‑founded) [14,15]. Bloom’s taxonomy has long been criticized because it is not clear what principles or
ideas led to its development. The main criticisms are:

(4) Being relatively old, i.e., conceived at a time when there were no digital devices or pedagogical innovations.
(5) To propose a hierarchy of learning objectives and mechanisms; however, more recent approaches (e.g., neu‑

rocomputational or neurocognitive) have since shown that these objectives and mechanisms are not so much
hierarchical as pyramidal.

(6) Not considering the characteristics of learners and teachers.
(7) Disregarding contextual elements (political, economic, physical, social environments, etc.) and operating as if

objectives and mechanisms were independent of all these factors.
(8) To be, for some, a “myth” based solely on the vague intuitions of its creator, with no objective, tangible data to

differentiate the different levels of the taxonomy.
(9) To be a model focused on learning, not on learners (and even less on teachers).

Attempts to revise the taxonomy, such as Anderson’s revised taxonomy of 2002 [3], suffer from the same prob‑
lem: it’s not at all clear why the different levels of the hierarchy are what they are, let alone why they are organized
in that order.

However, as Bloom’s work is still a reference in teacher training institutions (INSPE: french teacher training
institute), it was interesting to assess its resilience to the problem of introducing AI into the classroom. We could
have done this with other tools (SOLO or Gagné’s taxonomy) and the results would certainly have been the same.

3. LLM‑Type Generative AI
Large Language Models (LLMs) are a class of artiϐicial intelligence models designed to understand and gener‑

ate text in natural language. Their development has accelerated dramatically in recent decades, thanks to major
advances in deep learning and natural language processing (NLP).

The ϐirst attempts at language modeling date back to the 1950s and 1960s, with the advent of computer sci‑
ence. Programs such as ELIZA, developed by JosephWeizenbaum in 1966 [16], used pre‑deϐined scripts to simulate
simple conversations. In the 1980s and 1990s, statistical models such as Hidden Markov Models (HMMs) and n‑
grams became dominant in natural language processing. These models relied on probabilities to predict the next
word in a given sequence based on previous words [17]. The advent of neural networks and deep learning in the
2010s marked a signiϐicant advance. Recurrent Neural Networks (RNNs) and Long‑Term Short Memory Networks
(LSTMs) have made it possible to capture sequential dependencies in text data more effectively [18]. Vaswani’s
2017 paper “Attention is All You Need” introduced the transformer architecture and revolutionized the ϐield [19].
Unlike RNN and LSTM, transformers use attention mechanisms to enable more efϐicient parallel processing of se‑
quences. The Generative Pretrained Transformer model series introduced by OpenAI has demonstrated the power
of transformers. GPT‑2, released in 2019, and GPT‑3, released in 2020, have 1.5 billion and 175 billion parameters
respectively, demonstrating the effectiveness of large‑scale models in generating coherent, contextually relevant
text [20,21].

3.1. How Do LLMsWork?
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3.1.1. Transformer Architecture

Transformers use a two‑part architecture: the encoder and the decoder. However, some models like GPT use
only the decoder. This is how the architecture works:

• Encoding: In a standard transform model, the encoder takes an input sequence (text) and transforms it into
a digital representation called an embedding. Each word in the sequence is represented by a vector in a high‑
dimensional space.

• Attention mechanism: At the heart of the Transformer is the attention mechanism. Unlike recurrent neural
networks, which process data sequentially, transformers use attention to provide direct access to any position
in the input sequence. This is done using “attention scores” that determine the relative importance of words to
each other. The attentionmechanism is often referred to as “self‑attention”when applied to the same sequence.

• Multi‑Head Attention: The transformer uses multiple attention “heads” to capture different contextual rela‑
tionships. Each attention head performs a separate attention operation, then the results are concatenated and
passed through a linear layer.

• Feed‑Forward Networks: After attention, the output passes through fully connected neural networks, also
known as feed‑forward networks. These networks apply non‑linear transformations to better capture the
complex characteristics of the data.

• Stacked layers: A transformer consists of several layers of attention and feed‑forward, stacked on top of each
other. Each layer reϐines the representations obtained from the previous layers.

3.1.2. Pre‑Training and Fine‑Tuning

LLMs are ϐirst trained on large corpora of unlabeled text in a phase called pre‑training. During this phase, the
model learns to predict the next word in a sequence (autoregressive model) or to reconstruct a hidden sequence
(auto‑encoder model such as BERT). This pre‑training allows the model to capture linguistic regularities and con‑
textual knowledge. After pre‑training, models can be ϐine‑tuned to speciϐic tasks using labeled data. For example,
a model can be tuned for text classiϐication, response generation, or machine translation tasks. This ϐine‑tuning
phase adjusts the weights of the model so that it excels at a particular task.

3.1.3. Scalability

The performance of LLMs is often related to their size, i.e., the number of parameters they contain. GPT‑3, for
example, has 175 billion parameters. More parameters allow the model to capture ϐiner nuances and learn richer
representations but also increase computational and memory requirements.

3.1.4. Applications

LLMs are used in applications as diverse as text generation, chatbots, machine translation, automatic sum‑
maries, sentiment analysis, solution analysis, solution correction, data formatting, technology intelligence, and the
list goes on. Their ability to generate coherent, relevant textmakes them extremely versatile in all sectors of society,
from education to industry [22]. However, there are challenges with these models. They require huge computa‑
tional and energy resources to train and deploy. What’s more, they can produce biased or incorrect results because
they learn fromdata that contains bias ormisinformation. The issue of ethics and responsible use of LLMs is crucial
[23], especially when these tools are used in educational settings.

4. How LLMs Are Used by Students
UnlikemanyNorth American and Asian countries, the French education systemhas always struggled to reform

deeply, and the arrival of new technologies in the classroomhas always beenmetwith caution at best and resistance
atworst. Teachers have often instilled the use of digital technology. The calculator has long been a source of tension
and heated debate between those opposed to its use as an operations solver and those in favor of developing new
technologies to free students frommenial tasks. When it ϐirst appeared in the 1970s, the educationworldwondered
whether it should be introduced into schools and, if so, at what level. This debate continued until the early 2000s.
We experienced the same discussions, the same questions, and the same arguments when consumer computers
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arrived. The association “Enseignement Public et Informatique” (EPI) echoed the conclusions of the Sèvres seminar
which justiϐied the use of IT in the classroom on the grounds of complementarity of pedagogical approaches: “Our
attitude must remain welcoming to different pedagogical experiences. It seems that the introduction of IT currently
takes three forms:

• Like the teaching of a new subject (specialized sections and schools, courses for volunteers, intensive courses
of a few days for all pupils at the same level).

• Like the teaching of a way of thinkingwithin existing subjects, with each teacher ϐinding in his or her discipline
the fundamental notions of modeling, algorithms, and information.

• Like the use of a new medium, comparable to the ϐirst printed book, which helps the teacher in the repetitive
part of his work” [24,25].

In the 1970s, the “58 high schools” experiment was carried out, equipped with Mitra 15 and T 1600 mini‑
computers. This initiative was to have a lasting impact on the future of new technologies in education. With the
development of the Internet at the beginning of the 21st century, the widespread use of powerful search engines,
the development of general information sites such as Wikipedia, the diversiϐication of personal terminals (laptops,
tablets, and, above all, smartphones) and, above all, the arrival of AI tools in the last three years, the learning prac‑
tices of our students will be profoundly changed.

Should we ban AI, and in particular LLM, from the classroom, or should we instead support teachers and learn‑
ers to use it sensibly and constructively? In a joint article, C. De la Higuera and J. Iyer try to provide some answers
[9]. The authors start from the premise that it is already too late to ask the question, as AI has already penetrated
all areas of education. For the learner, AI should ideally be an aid to course selection, individualized learning, an
assessment, and self‑assessment tool, a time manager, a personalized tutor, an alert system for students who drop
out ‑ in short, an adaptive learning system that can, in theory, eliminate failure. Of course, we’d be in the best of
all worlds, where the student understands that knowledge is the key and that AI can be a tremendous support and
deepener [7,27,28]. But the reality is often very different. Over‑consumption of generative systems, blind faith
in suggested outcomes, short‑term predictions (those of graded assessments), and an appetite for solutions that
minimize the cognitive load and personal workload mean that AI is no longer used as an aid, but as a substitute for
learning. Why not delegate to algorithms a job that they can do much better than I can? Teaching algorithms to
ϐirst‑year science students (among others), I’m confronted daily with the utilitarian drift of the irrational use of AI
tools.

We can identify, in a non‑exhaustive way, several forms of use:

• The ϐirst, of course, is to use LLM to generate text, whether for reports or as a translation system. The student
does no contextual analysis. At best, they extract a few keywords from the problem and type them into the
prompt window of ChatGPT, Claude, Chatsonic or Mistral. The result is often skimmed over, and the sources
are never checked. The same goes for writing algorithms or computer programs (in C, for example). Today, it’s
complicated to build ϐirst‑ or second‑year computer exercises with a solution that doesn’t exist on the web.

• The secondway to use it, after creating content, is to correct problems. Problem‑solving and debugging are im‑
portant steps in learning to code. They allow you to understand the limitations and peculiarities of a language,
the behavior of machines, and the need to structure developments. This can sometimes be a tedious process
for programs of several hundred lines. In general, IDE (Integrated Development Environment) compilers pro‑
vide little information about the location and nature of errors. For beginners, this correction task is perceived
as a major obstacle and is the point in the learning process that requires the most teacher intervention. Typi‑
cally, the teacher gives a few explanations about the nature of the error, a series of lines of code to check, and
a few hints about the avenues to explore to correct the error. The student is often in a position of frustration,
as he would prefer the teacher to “correct” his mistakes immediately. With AIG, this step disappears. Our stu‑
dents copy/paste their program into the LLM, build a simple prompt like “look for my mistake and suggest a
correction” and the system provides a solution, sometimes with a comment on the problem, which of course
the students never read.

• This work‑avoidance strategy is no longer the preferred solution for students. Computer development tools
now include dedicated AIs that are more efϐicient than generalist LLMs. A good example of this is Replit
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(https://replit.com). You can work with an incredible number of templates to develop virtually any kind of
applicationwith this online tool. What’s more, you can take advantage of an AI assistant. It guides you through
every stage of program development, from describing the problem to ϐine‑tuning. The system assists the stu‑
dent at every stage of the design—and does so quite efϐiciently — so that the student no longer must worry
about the technical side of things (Figure 2). Again, the student does not have to think about how to solve the
problem. Why should they? They can simply copy/paste the exercise or be guided by a selection of actions to
perform. For example, you can use Replit software to brainstorm, visualise data sets or take the programmer’s
place by performing the task of building the program. The ϐinal result is quite impressive for beginner’s code
exercises.

Figure 2. Replit © Help Screen.

5. Basic Learning Findings of the Study
What we are witnessing is a kind of decline in the knowledge and skills of our students. We no longer simply

delegate an operation to a calculator, we no longer recover data to enrich content, and we no longer use digital
technology to individualize learning or deepen knowledge. We are in a situation where a student can ignore all the
pedagogical steps involved in acquiring knowledge, methods, and skills. Bloom’s Taxonomy would no longer even

7



Digital Technologies Research and Applications | Volume 04 | Issue 02

be a coherent framework for developing learning concepts; it would no longer serve as a frame of reference for
constructing the knowledge to be acquired. These assertions might seem gratuitous if they weren’t backed up by
pragmatic examples of results obtainedwith andwithout the help of AI.We could beoptimistic and say that students
regularly use these tools tominimize their gaps, complete their knowledge, and so on. But if we alternate themedia
used to assess this knowledge (computer, paper), we see that the performance levels are highly dependent on the
medium. For 1/3 of the students, i.e., about 35 students in a class, the difference between a computerised exam
and a paper exam is a factor of 3 or more. In most cases, AI is not a tool for improvement. It’s a substitute tool that
makes students believe they can take credit for machine results.

AI is turning our students into artiϐicial individualswith limited knowledge, no ability to think or analyze, not to
mention the inability to maintain the level of concentration required for certain types of learning. This observation
is not limited to the world of education. We hear the same from industry, though not universally, when we talk to
our students’ work experience tutors: “Students don’t know much anymore, they don’t think critically, and they
can’t make suggestions”.

6. The Impact of Using GAI on Teaching Objectives
We realized that Bloom’s taxonomy, however much it had been criticized, was still a pedagogical model used

to classify levels of knowledge acquisition. We saw that it contained six levels: knowledge, comprehension, ap‑
plication, analysis, evaluation, and creation, sometimes with slightly different names. This is partly the model on
which the education systemhas been based for the last sixty years. Without taking a pessimistic viewof tomorrow’s
education, we must be aware that today’s students have access to tools that can give them the illusion of having ac‑
quired the expected knowledge, and that, from knowledge to creation, will be able to propose simple and effective
answers to the problems posed by teachers. On the positive side, generative AI can be used to provide students
with factual information and basic knowledge on a given subject [28,29]. It can generate text, images, videos, and
other educational content to help students acquire knowledge. However, limiting the negative aspects to a simple
ethical issue (often illustrated by the possibility of cheating in exams) would be a fundamental mistake. Generative
AI could have a major impact on basic learning:

• At the level of knowledge: Generative AI can be used to provide students with factual information and back‑
ground knowledge on a given topic. Admittedly, this trend didn’t start with LLMs. It probably started with
search engines and online encyclopedias. Why hold back information when you know Sowhat’s the difference
andwhat’s the problem? AI can very easily and quickly generate answers to a question, synthesize them, revise
an explanation, andmost importantly suggest a solution thatwill satisfy a studentwho doubts his or her ability
to do better. Why should I know something that I can easily ϐind via a GAI? So LLMs can free a person from
the need to know. We could easily erase Bloom’s ϐirst level. But what would an AI give us back for problems
that have not yet been integrated into the servers, either because of timing issues such as content updates, or
because the data is related to pure creativity? At best nothing, but unfortunately, this is not often the case. For
example, let’s use a search engine to ϐind a recipe for Brazilian sauerkraut. You’ll ϐind the recipe for feijoada,
but not a Brazilian version of the famous Alsatian dish, simply because it doesn’t exist. Ask ChatGpt the same
thing and no problem, a recipe for sauerkraut will be provided. Of course, this raises the question of trusting
LLM answers.

• At the level of Understanding: AGAI can provide personalized explanations in real time to help understand con‑
cepts that can be complex. Even better, these explanations can be tailored to the requester’s level of knowledge
or age: “Explain the principle of a genetic algorithm in 30 lines to someone who hasn’t done much computing”.
This could be an extraordinary source of help, advice, synthesis, deepening, or support. This is undoubtedly
the level of Bloom’s taxonomy that could be least affected by the development of digital tools. But one might
ask whether understanding a problem would still be useful in the eyes of the average student? In fact, in my
opinion, the answer depends entirely on the quality of the answers provided by the next level.

• At the level of Application: It is this level of learning that will be the most problematic. We can assume that
the solutions to all ϐirst‑level undergraduate exercises, whatever the discipline, are already on the internet and
therefore archived on the LLM servers. Once our students have mastered the construction of an engineering
prompt, they will ϐind an acceptable solution to a problem through successive reϐinements. It takes a lot of

8



Digital Technologies Research and Applications | Volume 04 | Issue 02

imagination to construct a statement that can defeat an AI system. I had fun asking ChatGPT the following
question: “Can you build me a recursive C programming statement on one‑dimensional integer arrays whose
solution is not on the Internet? Very enthusiastic and always very polite, the system suggested an exercise
to ϐind certain sub‑suites, which looked quite appealing. Knowing a bit about the Internet and AI systems,
you can guess what my next question was: “Can you give me a solution to this exercise?” And then, of course,
the system displayed a beautiful C program, which I copied/pasted into an IDE and which compiled and ran
without a hitch. The quality of the answers providedmeans that problems can be solvedwithout requiring any
skills other than knowing how to ask a digital system a question. The characteristics of this hierarchical level
(reinvesting methods, solving problems by mobilizing skills, etc.) may again be inhibited in the learner, who
will always ϐind it easier to ask a question. The uselessness of the understanding stage effectively neutralizes
the interest of the comprehension stage.

• At the level of analysis: A non‑exhaustive list of the skills required at this level of cognitive objective would
include the ability to discriminate, classify, and relate facts and the structure of a statement. This requires
lower levels of knowledge, understanding, and application. Generative AI could help learners develop an an‑
alytical mindset by generating complex data sets and information to help them identify trends, patterns, and
relationships. It could also provide ’guidance’ to help students work on their ability to analyze information.
It could also generate presentations or reports by cross‑referencing information from different sources. But
then again, generative systems can do this better than we can, especially if we’re not specialists in the ϐield.
Since I have almost no knowledge of poetry, but working in Metz city, where Paul Verlaine was born, I used
ChatGPT to ask the following question: “Explain to me how Paul Verlaine’s poems are different from the poets
of his time”. A complex analysis, given my level of knowledge of the history of poetry, the mechanics of poem
construction, the different genres of poetry, and the social context of the 19th century. I can’t even begin to
estimate the time it would have taken me to ϐind the information, understand the issues, put Verlaine’s work
into the perspective of his time, and ensure the accuracy of the results. The analysis proposed by ChatGPT and
conϐirmed by a French teacher is coherent, justiϐied, and would correspond to critical work done by a student
in a generalist ϐinal class, and that in 3 minutes.

• At the level of Synthesis, or Evaluation: Typically, assessment aims to enable the use of ideas and to create
new ones by linking knowledge from different domains. Generative AI could enable students to assess their
learning by generating personalized assessments such as MCQs. This can be done very easily with just a few
prompts, and it is of course possible to generate the expected answers. If we were to draw a comparison with
traditional work habits, we could say that the proϐile of the student who would be interested in this extra
work would be the one who would ask you for the explanations and corrections of previous examinations.
We regularly put previous years’ exams online and tell students that practice questions are available but not
compulsory. The correction is automatic, and students can retake the assessment as many times as they like.
We are curious to see howmany students do this extrawork. The percentages vary from 8% to 15%. Generally,
it’s not the students who are most in need who do the extra work. Generative AI opens up new possibilities
for formative and summative assessment. But beware: by analyzing students’ answers and providing instant
feedback, digital assistants could also quickly demotivate the student, who would be set up to fail.

• On Synthesis and/or Creativity level: For a long time, we thought that this aspect of intelligencewas reserved, if
not for humans, then at least for living things. Creation is often unconscious. It’s difϐicult to justify an idea. Why
did Picasso go from a classical style of painting to a blue period, then to pink, then to cubism? Creativity brings
into play a set of complex vague parameters that depend as much on experience, knowledge, opportunities,
and techniques as on the situation. Creativity is not rational; there’s nomathematical equation to deϐine it. My
AI has never said to me: “I have set myself the goal of sending a processor to the moon and bringing it back to
earth in working order before the end of this decade”. A computer can’t come up with a new concept or idea.
But it can do “like” very well. You can ask it to write a poem like Rimbaud, paint like Hopper, or play guitar like
Hendrix, and it will do it well, but it will never know how to be inspired by something that doesn’t exist. On
the other hand, the results proposed by Generative AI are compelling. Why should our students be deprived
of tools where all they have to do to generate data is to specify what is expected, such as “I want to get a nice
poster with an image of Paris hosting the Winter Olympics, with a downhill skier arriving at the foot of the Eiffel
Tower” (Figure 3)?
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Figure 3. Image Generated by DALL.E.

Delegating creative concepts to machines creates two problems. The ϐirst one is that all GAI systems work
with almost the same data and almost the same algorithms. Mathematically, all the solutions generated, however
numerous theymay initially be, should eventually converge on a small number of close solutions. The original idea,
the one that doesn’t exist, will never be proposed because the systems don’t know it. The second one is that our
students will gradually lose the cognitive mechanisms of reϐlection, ideation and innovation.

7. Conclusions
When considering the arrival of generative AI in the classroom, we can envisage two contrasting scenarios for

the impact of these assistants on the cognitive development of our students. The ϐirst optimistic view suggests that
the inevitable integrationof generativeAI into educationoffers signiϐicant opportunities to enhance andpersonalize
learning. If we were to try to construct the typical proϐile of a student who would take full advantage of generative
AI, we’d say he or she should be:

Intellectual curiosity: Being curious allows you to ask pertinent questions and explore different subjects in
depth.

Critical thinking: Analyze and evaluate LLM responses for accuracy and relevance.
Clear and precise: Formulate clear and precise questions to obtain useful answers.
An analytical mind: Knowing how to interpret and synthesize information to integrate it into your academic

work.
A spirit of research: Use a GAI as a complement to other sources of information, not as a sole source.
Ethics and academic integrity: Use LLMs ethically, avoiding plagiarism and correctly citing sources.
Autonomy: Being able to work independently using the tool to support autonomous learning.
Creativity: using GAIs to generate innovative ideas and solutions.
Problem‑solving skills: Use answers to solve complex problems.
Admittedly, this would be an ideal student. He already has thematurity and intellectual honesty to understand

the challenges and beneϐits of working with generative tools. He would certainly not be in a competitive system
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where grades and place determine whether he continues or graduates. Unfortunately, most of the cohort entering
the ϐirst year of a bachelor’s degree has a signiϐicantly different proϐile. And that would be a pessimistic view of the
use of GAIs. How canwe resist the urge to substitute the use of a generative tool for personal work, especially when
the latter is perceived, rightly or wrongly, as superior to one’s abilities? As with the optimistic version, we could list
the negative effects of using Generative IA:

Over‑dependence: Students may become too dependent on LLMs for their academic work, reducing their abil‑
ity to think critically and independently.

Plagiarism and academic integrity: The use of LLMs can facilitate plagiarism, as students may submit AI‑
generated content without proper citation.

Reduced research skills: The use of LLMs can reduce students’ skills in traditional research and source evalu‑
ation.

Superϐiciality of knowledge: LLM answers can sometimes lack depth, leading to a superϐicial understanding of
the subjects studied.

Loss of creativity: Overuse of LLMs can limit students’ ability to develop their own creative ideas and solutions.
Lack of engagement: Students may be less motivated to actively engage in the learning process if they can get

quick and easy answers from LLMs.
Writing skills: The reliance onLLMs canhinder the development of students’writing and communication skills.
Development of interpersonal skills: Interaction with LLMs does not replace human interaction, which is es‑

sential for the development of interpersonal skills.
Inequality of access: Not all students have equal access to the technologies needed to use LLMs, which can

exacerbate inequalities.
Ethics and responsibility: Students may not always understand the ethical implications of using LLMs, partic‑

ularly in terms of bias and fairness.
The integration of LLMs into the classroom offers signiϐicant opportunities but also carries signiϐicant risks.

The pedagogical concepts on which teachers rely are certainly challenged by generative systems. Classiϐication, as
proposed byBloom, is supposed to design learning objectives, assessments, and pedagogical activities that promote
deep understanding and practical application of knowledge, but wouldn’t it become obsolete if each of these skills
could be recalled when needed by writing a simple prompt?

Educators, policymakers, and technology developers must work together to mitigate these dangers by putting
in place appropriate governancemeasures and raising awareness of the potential negative impacts so that artiϐicial
intelligence does not just create real dummies.
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