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Abstract: Vehicular Ad hoc Networks (VANETs) face significant challenges in maintaining seamless connectivity
due to frequent handovers caused by high vehicular mobility, fluctuating signal strength, and dynamic traffic con‑
ditions. Conventional static threshold‑based handover schemes are unable to adapt to these variations, often re‑
sulting in excessive latency, packet loss, handover failures, and poor reliability. Such drawbacks are particularly
detrimental to critical applications like collision avoidance and real‑time traffic management. To address these
limitations, this paper proposes a dynamic handover framework based on Q‑learning integrated with Li‑Fi com‑
munication technology. The framework intelligently evaluates real‑time parameters, such as vehicle speed, signal
strength, and network occupancy, to make adaptive handover decisions rather than relying on preset thresholds.
The proposed approach is modeled and tested using OMNeT++ and SUMO simulation platforms. Experimental re‑
sults demonstrate that the proposed framework achieves a handover success rate of 90.0%, reduces failure rates
to 9.8%, and limits ping‑pong handovers to 4.7%. Moreover, throughput improves by 20.3%, and handover de‑
lay decreases by 30.2% compared to other state‑of‑the‑art approaches. The packet delivery ratio is sustained at
95.6% even under high traffic density, indicating system robustness and scalability. These findings highlight that
reinforcement learning‑based handover management provides a promising solution for next‑generation VANETs,
offering adaptability, reliability, and efficiency for emerging intelligent transportation systems and critical vehicu‑
lar applications, thereby ensuring safety.
Keywords: Adaptive Communication; Li‑Fi; Handover Decision; Reinforcement Learning; Vehicular Networks; Q‑
Learning

1. Introduction
Vehicular Ad Hoc Networks (VANET) refer to the automobile part of the Intelligent Transport System (ITS),

which enhances the intelligence on both the vehicle and infrastructure sides to communicate with each other to‑
wards the safety of roads, management of traffic flow, and real‑time services like collision avoidance and optimal
path. This system enables the sharing of critical safety information between Vehicle‑to‑Vehicle (V2V) and Vehicle‑
to‑Infrastructure (V2I) communications, providing potential collisionwarnings and real‑time traffic information to
support adequate and timely responses and informed decisions on the road. The high speed of vehicles, frequent
change in network connectivity, and the varying availability of communication infrastructure make it especially
difficult in VANET handover management [1].

Application requirements in VANETs are extremely demanding and need to be supported by handovers, includ‑
ing collision warnings, emergency alerts, and notifications of road hazards. All of these require high reliability with
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low latency; delay or packet loss caused by handover failures or delays leads to serious degradation in Quality of
Service (QoS) in scenarios that involve split‑second decision‑making, such as highway driving or navigating busy
urban centers. Highways, where vehicles travel at a high speed, and congested city centers, where traffic is usually
locked up, represent environments for which efficient management of handover is critical [2].

Generally, conventional handover techniques used inVANETs are basedonusing signal strength thresholds and
static criteria to decidewhen to execute a handover. They aremostly applied in stationary, low‑speed environments
where network conditions do not change often. However, in high mobility environments, static approaches have
highly suboptimal performances [3]. These numerous handovers create overheads, and network performance de‑
grades since several such handovers may be initiated prematurely or late, thus causing losses of packets, increased
latencies, and generally poor communication quality under such safety‑critical conditions [4].

Therefore, these critical challenges that exist within traditional handover management techniques call for de‑
veloping adaptive and dynamic handover management techniques that may function in real‑time response to alter‑
ations in network conditions.

Light Fidelity (Li‑Fi) is another choice that can be utilised in Radio frequency (RF) based communication in
VANETs, where vertical handovers occur in heterogeneous networks. It transmits data through the visible light
spectrum. The advantages of Li‑Fi over traditional RF communication include more bandwidth, less interference,
and more security [5]. Kalita et al. [6] in 2020 proposed a handover mechanism of Li‑Fi for VANETs using on
vehicle Li‑Fi sensors as well as an Anonymous Announcement System (AAS) on RSUs to enable Li‑Fi VANET han‑
dover actively. They found that in comparison to systems based upon the RF techniques, their system outperforms,
especially in terms of latency as well as the Packet data rate. Li‑Fi‑based systems rely upon line of sight (LOS) com‑
munication; they might face coverage gaps, particularly in the urban environment where obstacles are very likely.
Therefore, integration of Li‑Fi with adaptive decision‑making algorithms like reinforcement learning is essential
for taking full advantage of its capabilities in VANETs [7].

Despite significant advances in vehicular communication, efficient and reliable handover in high‑mobility sce‑
narios remains a bottleneck. Static threshold‑based handover methods cannot adapt to dynamic conditions, such
as varying signal quality, traffic density, and vehicular mobility. Additionally, while Li‑Fi promises speedy and
interference‑free communication, its line‑of‑sight dependency presents another set of challenges, particularly in
urban scenarios with obstacles. This study addresses the gaps by proposing Q‑learning‑based handover for Li‑Fi‑
based VANETs. The dynamic learning‑based approach utilizes real‑time feedback to optimize handover decisions,
enhancing adaptability and minimizing communication interruptions.

The contributions from this research are concisely enumerated as follows:

1. Existingmethods largely rely on static, threshold‑based criteria that fail to adapt to dynamic vehicular environ‑
ments. To address this gap, a Q‑learning‑based framework is introduced that dynamically adjusts to real‑time
conditions, including signal strength, mobility, and network occupancy.

2. Previous studies have highlighted the potential of Li‑Fi in vehicular networks but have not incorporated adap‑
tive decision‑making mechanisms. This work bridges that gap by combining Li‑Fi communication with rein‑
forcement learning, enabling reliable handovers under varying traffic and signal conditions.

3. Many existing solutions overlook dynamic traffic load and signal strength variability, leading to inefficiencies
in decision making. To fill this gap, this study formulates a handover decision model based on queuing theory
and entropy‑based estimation, providing more robust input parameters for adaptive learning.

4. Deep reinforcement learning techniques demonstrate adaptability but face high computational complexity
and scalability issues. This gap is addressed by implementing a tabular Q‑learning algorithmwith an ε‑greedy
policy, enabling lightweight, real‑time decision‑making suitable for large‑scale vehicular networks.

5. Previous research has often emphasized security or theoretical models while overlooking quantitative per‑
formance benchmarks such as latency, throughput, and packet delivery ratio. To close this gap, extensive
OMNeT++ and SUMO simulations were conducted, demonstrating measurable improvements in comparison
to state‑of‑the‑art research works such as DTe‑DQN.

This paper is organised as follows. Chapter 2 presents the related work. Chapter 3 describes the methodology,
followed by the results and discussions in Chapter 4. Finally, the conclusion, along with future work is addressed
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in Chapter 5.

2. RelatedWorks
Recent studies have presented numerous handover mechanisms to support VANETs. Duo et al. [8] introduced

an SDN‑based approach for hybrid networks, but had scalability issues. Dwivedi et al. [9] proposed the B‑HAS pro‑
tocol for safe handover, but it had a very high computational overhead. Aboud et al. [10] tried tominimize delays in
5GVANETs but had difficulties in heterogeneous cases. Xie et al. [11] and Son et al. [12] proposed blockchain‑based
lightweight protocols that address scalability issues. Alam et al. [13] presented reviews on handover techniques
without the practical implementation. Rosli et al. [14] presented the issue of handovers in 5G with energy costs.
Costa et al. [15] optimized video distribution in a handover process without touching security aspects. Oladosu et
al. [16] provided a metaheuristic algorithm and neglected adaptability. Additionally, the works of Anilkumar and
Rafeek [17] have proposed the ”Soteria” certificate‑less mechanism, which could be subject to latency issues due to
the implementation of blockchain in changing scenarios.

Recent developments in intelligent handover management systems, particularly the implementation of ma‑
chine learning approaches, have shown promising solutions for addressing these deficiencies. One such promis‑
ing approach is the application of the model‑free reinforcement learning (RL) technique called Q‑Learning in op‑
timizing handover decisions within VANETs. Q‑Learning enables the system to learn and adapt parameters such
as vehicle velocity, network traffic, and signal strength real‑time, thereby refining the decision‑making process.
Q‑Learning‑based systems constantly evolve their policies, deciding their future actions based on the changing net‑
work state, so more efficient and adaptive ways of handover management could be achieved as demonstrated by
Liang et al. [18]. Overall, this results in a reduction of the handover frequency, while maintaining optimum system
performance in terms of latency, throughput, and QoS as in Zhang et al. [19]. Kafle et al. [20] provided the first
Q‑Learning application for VANET, where decisions on handover are made based on real‑time network conditions,
informed by a Q‑Learning evaluation. Proving their work, the authors demonstrated that the system based on RL
techniques can outperform threshold‑based handover schemes under network fluctuations. Subsequent studies,
such as those carried out by Siriwardhana et al. [21], make Q‑Learning for handover management more feasible by
incorporating additional parameters, such as vehicle density, traffic load, and signal quality.

Shahwani et al. [22] developed an extensive comparison between traditional threshold‑based handover meth‑
ods andQ‑Learning‑based systems in VANETs. According to their results, machine learning‑based handovermecha‑
nisms reduce latency by significant amounts and boost packet delivery ratios since they adapt to real‑time network
conditions dynamically. Wang and Li [23] proposed a double‑deep Q‑learning‑based handover management sys‑
tem for mmWave heterogeneous networks with dual connectivity in order to enhance the efficiency of handovers
and minimize latency in high‑mobility scenarios. The approach could be computationally intensive as the scale of
the network increases. Uppoor et al. [24] proposed a reinforcement learning‑based handover parameter adapta‑
tion method using LSTM‑aided digital twins for ultra‑dense networks, which improves the accuracy of predictions
and adaptability in dynamic environments. However, this method depends on a vast amount of data for training,
and its applicability in real‑time is still limited to fast‑changing scenarios. Therefore, a hybrid technology might be
necessary, combining Li‑Fi with RF‑based communication systems, in order to achieve seamless connectivity from
one environment to another.

Unlike static handover methods, which depend on predefined thresholds, the integration of Q‑Learning into
the handover actually enhances the system's adaptability with respect to changes in network conditions, but it also
opens the possibility of taking better advantage of network resources. A brief comparative summary of the above‑
discussed handover mechanism based on the focus area is given in Table 1.
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Extensive research has been conducted on VANET handover management, utilizing various technologies such
as Wi‑Fi, blockchain, and 5G. However, a lot of gaps remain in the following aspects:

Adaptive Solutions: All blockchain and metaheuristic methods focus on static handover decisions, which are
not adaptive to dynamic vehicular conditions, such as changing traffic patterns and mobility.

Limited Li‑Fi Integration: Handovermechanisms of emerging Li‑Fi technology are underexplored. Largely, not
many researchers apply reinforcement learning or Q‑learning in real‑time, adaptive optimization of handover for
handling the change in traffic density, strength of signals, or even congestion.



metrics such as latency, success rates, and throughput, especially in high‑mobility scenarios.
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Aboud et al. [10] 2021 5G
optimization Delay reduction Achieves reduced delay in

homogeneous 5G environments
Works well in homogeneous 5G scenarios but has
limited adaptability in heterogeneous multi‑access
environments

Xie et al. [11]; Son
et al. [12]

2022,
2023 Blockchain Lightweight

protocols
Provide lightweight handover
authentication with enhanced
security

Still face scalability bottlenecks; latency may
increase when vehicle numbers grow rapidly

Rosli et al. [14] 2023 5G Energy efficiency Reduces energy consumption
during handover

Focuses on power saving but neglects reliability
and latency under dense traffic conditions

Oladosu et al. [16] 2023 Metaheuristic Intelligent
handover

Uses intelligent search
techniques for handover
optimization

Lacks real‑time adaptability; performance
degrades in highly dynamic mobility scenarios

Liang et al. [18] 2014 Q‑learning Adaptive
handover

Demonstrates adaptability to
dynamic network conditions

Does not integrate Li‑Fi, limiting bandwidth
utilization and robustness in urban settings

Wang & Li [23] 2023 Double‑deep
Q‑learning

mmWave
handover

Provides strong adaptability in
high‑mobility scenarios

Requires heavy computation and memory,
unsuitable for resource‑constrained vehicular
nodes

Uppoor et al. [24] 2023 RL + LSTM
digital twin

Ultra‑dense
networks

Improves prediction accuracy
and adaptability in dense
environments

Relies on large datasets for training; real‑time
deployment remains challenging

3. Methodology

The proposedmethodology consists of threemain components: (i) estimation of signal strength using entropy,
(ii) traffic loadmodeling through Little’s theorem, and (iii) vehicular mobility analysis based on speed variation, all
integrated into a Q‑learning framework with an ε‑greedy action selection policy. While the mathematical formu‑
lations describe each part in detail, the overall workflow can be better understood through system‑level diagrams
and algorithmic flowcharts.

The system supports VANETs running under heterogeneous communication environments, where Li‑Fi and
Wi‑Fi are employed. Building on and enhancing existing works [6,21,25,26], the communicationmodel, simulation
structure, andmobility metrics have new contributions in state parameter integration and algorithm development.
The system is designed to operate in a VANET environment using fixed wireless access (FWA) technology. These
vehicles are equipped with on‑board units consisting of their core wireless transceivers, sensors, and GPS systems.
These will thus be able to communicate with the base stations. The bases have been mounted with Active Antenna
Systems and multiple input multiple output (MIMO) technology so that they can work efficiently with the vehicles
both by Li‑Fi and Wi‑Fi. The architecture is summarized in Figure 1.

The handover management technique proposed in this paper enhances the Li‑Fi‑based VANET handover model
presented inKalita andBarooah [6]byusinga real‑timeQ‑learningdecision‑makingalgorithm. Unlike fixed threshold‑
dependent handovers or single parameter‑basedhandovers, theproposed techniqueuses threedynamically changing
parameters: signal strength (SS), network occupancy (NO), and vehicular mobility (VMo) to make the handover de‑
cision more adaptive. The three parameters: signal strength (SS), network occupancy (NO), and vehicular mobility
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Table 1. Comparative summary of existing handover mechanisms in VANETs.

Study Year Technology Focus Area Strength Limitations

Duo et al. [8] 2020 SDN hybrid Scalability
Provides flexible network
management through
centralized control

It finds difficulty in handling large‑scale vehicular
networks; control overhead increases significantly
as vehicle density rises

Dwivedi et al. [9] 2023 Blockchain
(B‑HAS)

Authentication,
security

Ensures secure authentication
and prevents identity spoofing

Requires complex cryptographic operations;
introduces high computational and communication
overhead not suitable for real‑time handovers

This paper addresses the gap by proposing an adaptive Li‑Fi handover technique that relies on a dynamic
Q‑learning algorithm. Inclusion of vehicular mobility, traffic patterns, network occupancy, and signal strength in
its decision‑making procedure will assist in significantly optimizing the performance of the handover in VANET,
thereby reducing latency, increasing handover success rates, and improving overall network throughput. This is
a new contribution to the domain of communication, especially in high‑mobility scenarios where the traditional
static methods are likely to fail.

Performance Overlooked: Research focuses more on security (e.g., blockchain solutions) than on performance
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(VMo)—form the state space of the Q‑learning system. Each parameter is discretized into levels (e.g., high, medium,
low), and every combination of these levels represents a unique state. At each state, the action space consists of two
choices: either initiate a handover to a newbase station or remain connected to the current one. The system is guided
by a reward function that reflects the quality of each decision. The reward function reflects real network events by
assigning values that guide optimal decisions: successful handovers receive a positive reward (+1), failed handovers
a negative reward (−1), and ping‑pong handovers a stronger penalty (−2). Maintaining a stable connectionwith good
QoS is given a smaller positive reward (+0.5), encouraging reliability while discouraging unnecessary switches, as
detailed in Figure 2.

Figure 1. VANET system architecture.

Figure 2. Diagram of state, action, and reward for the handover mechanism.

Three parameters considered in designing the Q learning handover system are explained using mathematical
correlations as follows:

3.1. Signal Strength (SS)
The signal coverage area (SCA) is represented in our work by a circular region. Therefore, the SS is defined on

the distance (di) between the 2 base stations, which is given as from Rappaport [27]:
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𝑑𝑖 = 4න
𝑥

𝑑/2
ඥ𝑟2 + 𝑥2𝑑𝑥 (1)

𝑠𝑠 = 𝑘 ⋅ 1/𝑑𝑖 (2)
Where, k = no of network phases

𝑆(𝑠𝑠) = [−𝑙𝑜𝑔(𝑃(𝑠𝑠))] (3)
Where, 𝑆(𝑠𝑠) is the Shannon entropy [25] for signal strength.

3.2. Network Occupancy (NO)
The network occupancy is monitored by using Traffic Load (TL). The traffic load is dependent on two factors:

vehicle traffic (VT) in the network, defined by the average queue size (𝑞𝑎𝑣g) and the number of vehicles (m). The
value ofm is defined for the vehicles in its 1‑hop distance.

𝑇𝐿 = 𝑞𝑎𝑣𝑔 ⋅ 𝑚 (4)
For calculating the 𝑞𝑎𝑣g, the average number of vehicles in a SCA (Np) is dependent on the arrival rate of

vehicles into the SCA (λ) and the average amount of time a vehicle spends in the SCA(T) given by Little [26], defined
by Little’s theorem.

𝑁𝑝 = 𝜆𝑇 (5)
If the leaving rate of vehicles from the SCA can be denoted by 𝜇, 𝑁𝑝 and T can be formulated as:

𝑁𝑝 =
𝜆
𝜇–𝜆 (6)

𝑇 = 1
𝜇–𝜆 (7)

If we consider T to include the queuing delay plus the service time 𝑇𝑠, the total time spent in the queue (Tt)
can be calculated as:

𝑇𝑠 = 1
𝜇 (8)

𝑇𝑡 = 𝑇 − 1/𝜇 (9)
The 𝑞𝑎𝑣g can be obtained from Equations (5), (7), and (9) as:

𝑞𝑎𝑣𝑔 = 𝜆𝑇𝑡

= 𝜆
𝜇 − 𝜆 − 𝜆

𝜇
= 𝑁𝑝 − 𝛽

(10)

Here, 𝛽 is the optimal traffic transfer ratio.
Equations (5)–(10) build step by step on traffic load modeling using Little’s law. First, Equation (5) defines

the average number of vehicles in the signal coverage area as the product of the arrival rate and the residence
time. Equation (6) then breaks residence time into queueing delay and service time, with Equation (8) expressing
service time as the reciprocal of the departure rate. Substituting this value yields Equation (9), which isolates the
queueing delay. Finally, Equation (10) applies Little’s law again to express average queue length as the total vehicles
minus those served, linking directly to network occupancy. This progression clarifies how traffic load and queueing
behavior are incorporated into the Q‑learning state space.
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3.3. Vehicular Mobility (VMo)
The vehicularmobility (VMo) of each node represents themovement of vehicles, and how it changes over time.

In order tomeasure such 𝑉𝑀𝑜, the difference between the average speed (𝐴𝑣𝑠) of the nodes in their final and initial
locations is estimated in ‘𝑡’ time units. Dist is the distance between 1‑hop vehicles. This can be presented as follows
from Uppoor et al. [24]:

𝐴𝑣𝑠 = 𝐷𝑖𝑠𝑡
𝑡 (11)

𝑉𝑚𝑜 = 𝐴𝑣𝑠(𝑓𝑖𝑛𝑎𝑙) − 𝐴𝑣𝑠(𝑖𝑛𝑖𝑡𝑖𝑎𝑙) (12)
The Active network lifetime (ANL) can be obtained by the minimum value of the weight (𝑊𝑡) associated with

the vehicles in a SCA. This weight (𝑊𝑡) parameter is given as:

𝑊𝑡 = 𝑤1 ⋅ 𝑠𝑠 + 𝑤2 ⋅ 𝑇𝐿 + 𝑤3 ⋅ 𝑉𝑀𝑜 (13)
In Equation (13), 𝑤1, 𝑤2, 𝑤3 are represented as weight factors and the sum of these weight factors value is

equal to 1 i.e., 𝑤1 + 𝑤2 + 𝑤3 = 1.

3.4. Q‑Learning Framework
The parameters, NO and SS are the states that are taken in account to take an action for handover. Let (𝑆,)

represent state 𝑆 and action 𝐴 based on the Q values. Each state 𝑆 will have four parameters and this (𝑆, 𝐴) is
determined and updated in the rule using Watkins [28].

𝑄(𝑆, 𝐴) + 𝛼(𝑅 + 𝛾𝑄(𝑆′, 𝐴′) − 𝑄(𝑆, 𝐴)) → 𝑄(𝑆, 𝐴) (14)
The term (𝑆′, A′) defines next state and action 𝑅 is the reward given by the agent, 𝛾 is the discount factor and 𝛼

is the learning rate in the range from 0 to 1, i.e., it denotes the step length to estimate the (𝑆, 𝐴).
The action is taken using 𝜖 −greedy policy, the 𝜖 represents epsilon. In 𝜖 −greedy policy, when the probability is

(1−𝜖), then the action will be taken as per the value in the Q‑table. If the handover request is agreed and the action
is yes, then it will select a network. The algorithm for the handover execution is depicted using the following flow
chart, as shown in Figure 3.

Figure 3. Flowchart for the handover process.
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4. Results and Discussion
This chapter presents a comparative study of the performance parameters of our proposed Q‑Learning‑based

handover technique with the DTe‑DQN approach [23] for handling handovers in VANETs. For the simulation of
realistic automotive environments, OMNeT++ at the network layer and SUMO for traffic mobility modelling, with
the Veins framework, is used for the integration. Simulation was performed with different vehicle densities and
fading scenarios. Li‑Fi communication was simulated as an LOS‑limited optical system, with DSRC serving as the
baseline RF, and default propagation losseswere simulated using the Two‑RayGround and Log‑normalmodels. The
simulation parameters used for the proposed work are summarized in Table 2.

Table 2. Simulation parameters.

Category Parameter Value / Setting Units

Environment setup Number of vehicles 100 vehicles
Maximum speed 120 km/h
Communication types DSRC, LTE, Li‑Fi –
Simulation duration 300 s
Fading levels Low, Moderate, High –
Propagation model Two‑Ray Ground + Log‑normal Shadowing –
Vehicle density Low: 10, Medium: 50, High: 100 vehicles/km
Radio communication range Li‑Fi: 50 (LOS), DSRC: 250 (NLOS) m
Simulation frameworks OMNeT++ (network), SUMO (traffic) –

Q‑learning setup Learning rate (α) 0.1 –
Discount factor (γ) 0.9 –
Exploration rate (ε) 1.0 →0.05 (decayed) –
State parameters SS, NO, VMo (each discretized: Low/Med/High) –
Action space {Handover, Stay connected} –
Reward values +1 (success), −1 (failure), −2 (ping‑pong), +0.5 (stable QoS) –

Execution details Training episodes 1000 episodes
Simulation runs per scenario 5 runs

TheQ‑learning frameworkwas configuredwith learning rate (α) =0.1, discount factor (𝛾) =0.9, andan ε‑greedy
exploration strategywhere 𝜖 decays linearly from 1.0 to 0.05 during training. State variables: SS, NO, and VMowere
discretized into three levels each (low, medium, high). Reward values were defined as +1 for successful handover,
−1 for failure, −2 for ping‑pong, and +0.5 for maintaining stable QoS. These values were selected based on prior
reinforcement learning studies (cite) and tuned through preliminary experiments to ensure stable convergence.

To ensure the robustness of the reported findings, each simulation scenario was executed five times using
different random seeds. The performance metrics presented in the figures represent the mean values across these
runs. For instance, the observed throughput improvement showed a standard deviation of less than 2.5% of the
mean, confirming that the reported performance gains are statistically reliable and not due to random variations.
Where relevant, 95% confidence intervals were also computed to highlight the statistical reliability of the observed
improvements. The results obtained are summarized in the below sub sections.

4.1. Probability of Handover Success
The probability of successful handover is defined as the ratio of successful handovers to the total number of

attempted handovers. Figure 4 summarizes the results, which show that the Q‑Learning‑based approach achieved
a handover success probability of more than 90% in high‑traffic scenarios. However, under similar conditions, DTe‑
DQNhas a reportedmaximumsuccess rate of 83.1%. The result of improving this system is due to the adoption of an
adaptive learningmechanism based on Q‑Learning, which is specifically tailored tomake adaptations of handovers
based on real‑time network conditions.

4.2. Handover Failure Rate
The failure rate of handover refers to the number of handovers that fail per total number of handovers made

in establishing a connection. The proposed method always keeps the failure rate lower than 10%. As shown in
Figure 5, the system has an approximately 16% failure rate with DTe‑DQN. The reason for this decrease in failure
rate is because of Q‑Learning enabled continuous learning process, which can account for the timely adjustment of
handover strategies according to time‑varying vehicular conditions.
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Figure 4. Handover success rate (%) comparison between proposed and Wang and Li [23].

Figure 5. Handover failure rate comparison between proposed and Wang and Li [23].

4.3. Ping‑Pong Rate
The ping‑pong handovers occur when the vehicle rapidly switches between two base stations, and hence the

network resources utilized are not fully efficient. The Q‑Learningmethod achieves a ping‑pong rate of less than 5%,
as shown in Figure 6. This is far below the 8–9% that the DTe‑DQN method achieves. Such a reduction, therefore,
determines the efficiency of improving network performance since it minimizes unnecessary signaling overhead
and enhances the user experience at the occurrence of events during handover.

4.4. Throughput and Delay
Throughput and delay are two important performance metrics of the network. The proposed method suc‑

ceeded in making an average improvement in throughput by approximately 20% compared to traditional methods,
as can be seen from Figure 7. From Figure 8, it can be seen that the average delay on handovers decreases by about
30%. In other words, the transition time between base stations was relatively shorter. The DTe‑DQN method, de‑
spite being competitive, had higher delays due to its more conservative approach toward handover, especially at
higher mobilities.
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Figure 6. Ping pong rate comparison between proposed and Wang and Li [23].

Figure 7. Throughput (Mbps) comparison between proposed and Wang and Li [23].

Figure 8. Delay (ms) comparison between proposed and Wang and Li [23].
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4.5. Packet Delivery Ratio (PDR)
Figure 9 illustrates the PDR for various traffic conditions. The Q‑learning model outperforms the DTe‑DQN

approach at all times, registering a PDRofmore than96% in lowandmedium traffic, and 93% inhigh‑density traffic.
The DTe‑DQNmodel falls to less than 89% in high‑traffic situations. This enhancement showcases the reliability of
the proposed model in guaranteeing communication during handovers, even under dynamic scenarios.

Figure 9. Packet delivery ratio (%) comparison between proposed and Wang and Li [23].

4.6. Average Handover Decision Time
Figure 10 indicates the average time taken to make a handover decision in different traffic conditions. The Q‑

learning model exhibits less decision latency, on average around 20% on average DTe‑DQN. This is mainly because
of the fast and light‑weight adaptation properties of tabular Q‑learning, as it estimates state‑action values very
quickly and reacts in real time. Smaller decision time is vital for minimizing disturbance in vehicular systems.

Figure 10. Average handover decision time (ms) comparison between proposed and Wang and Li [23].

Let E represent the number of episodes, T the number of time steps (iterations) per episode, and A the number
of possible actions. In each iteration, the computationally dominant steps are selecting an action. Therefore, the
per iteration complexity is approximately O(A), and over the course of one episodewith T iterations, the complexity
becomes O(T × A). Extending this to E episodes, the total computational complexity of the algorithm is O(E × T × A).
In terms of space, the Q‑table must store values for every possible state‑action pair, giving a storage complexity of
O(|StateSpace| × A).
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4.7. Scalability Analysis
The proposed Q‑learning‑based handover algorithm possesses superior scalability for large‑scale network

topologies and denser vehicle populations. Scalability, for this study, is defined as the capacity of the algorithm
to exert efficient and adaptive handover performance with increasing numbers of vehicles, communication nodes,
and traffic variability. The algorithm was tested under varied vehicle densities (10, 50, and 100 vehicles/km) to
mimic low, medium, and high traffic conditions under grid‑like urban topologies as well as linear highway envi‑
ronments. The learning framework adjusts well because of the lightweight character of Q‑learning, which only
needs a finite state‑action space and is independent of deep models or high‑dimensional function approximates.
To minimize computational complexity, state variables like signal strength, network occupancy, and mobility are
discretized into easy‑to‑handle ranges to enable high‑speed Q‑table lookups and updates. Themethod ensures that
convergence can be achievedwithin a realistic time period, even as the number of vehicles increases. Moreover, the
modularity of the algorithm enables it to work independently on every vehicle node. The distributed learning pro‑
cess avoids centralized bottlenecks and enables concurrent system‑wide handover decisions, thereby supporting
increased network capacity without incurring processing overhead costs.

The results of the experimental evaluation of the proposed Q‑Learning‑based handover management strat‑
egy clearly indicate that, compared to existing approaches, particularly DTe‑DQN, there are considerable improve‑
ments in these approaches. The analysis shows that the Q‑Learning framework performs well in different traffic
conditions, resulting in higher handover success rates and a greater probability of effectively delivering packets
to their destinations. The Q‑learning‑based approach registered a 90% handover success rate for moderate traffic
load, which is more efficient than the 83.1% success rate by the DTe‑DQN method. The reason for this enhance‑
ment is mostly because of the real‑time adaptability of the Q‑learning algorithm to dynamic conditions of vehicular
speeds and signal strengths. The ongoing update of handover decisions in real‑time network situations males the
method proposed here more accurate and timely, thereby improving the reliability and responsiveness of vehicu‑
lar communication. As it would seem, throughput improvements are also noteworthy in the proposed approach
since average throughput of 50Mbps is achievable in low‑traffic scenarios, while the DTe‑DQNmethod reported its
maximum throughput of 42Mbps. For real‑time applications such as video streams and navigation, this increase in
throughput can make a significant difference for end users in terms of network performance quality, which in turn
impacts their user experience. The strength of the method is also established using PDR and Average Handover
Decision Time. The model holds a PDR over 95%, but DTe‑DQN falls below 91% under traffic congestion. The aver‑
age handover decision time is also minimized by around 20%, which is very important in order to keep latency to
a minimum in high‑speed vehicular scenarios.

5. Conclusions
This paper addressed key research gaps in VANET handover management by proposing an adaptive Li‑Fi–

assisted Q‑learning framework. Unlike prior static threshold‑based and blockchain‑driven methods that lacked
adaptability, the proposed model successfully integrated signal strength, traffic load, and vehicular mobility into
the decision process. By doing so, it directly tackled the problems of poor adaptability, underutilization of Li‑Fi,
and neglect of performance metrics identified in the introduction. Simulation results confirmed that the approach
achieved a handover success rate above 90%, a failure rate reduction of 6%, a ping pong reduction of 3%, a 20%
throughput improvement, and a 30% delay reduction, thereby closing the loop between identified challenges and
achieved outcomes.

For future work, research will extend into deep reinforcement learning architectures tailored for Li‑Fi handover.
Inparticular, exploringDuelingDQNandActor–Critic frameworks could improvedecision‑making inhigh‑dimensional
continuous state spaces. Potential challenges include computational complexity on resource‑constrained vehicular
nodes and ensuring real‑time responsiveness. Application scenarios such as dense urban traffic with frequent LOS–
NLOS transitions will be targeted to evaluate scalability and practicality.
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